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A REMARK ABOUT THE CONNES FUSION TENSOR PRODUCT

ANDREAS THOM

ABSTRACT. We analyze the algebraic structure of the Connes fusion tensor product
(CFTP) in the case of bi-finite Hilbert modules over a von Neumann algebra M. It
turns out that all complications in its definition disappear if one uses the closely related
bi-modules of bounded vectors. We construct an equivalence of monoidal categories with
duality between a category of Hilbert bi-modules over M with CFTP and some natural
category of bi-modules over M with the usual relative algebraic tensor product.

1. Introduction

First of all, we want to stress that this article does not contain any substantially new
results about the Connes fusion tensor product (CFTP). We do not claim any originality,
most of the calculations are straight-forward. It is the accumulation and presentation of
the results that might be useful to those, who want to learn about the CFTP. We hope
that the presented results will have applications towards a better understanding of the
properties of algebraic quantum field theories, as constructed in [7]. In particular, we
hope that the algebraization of the CFTP will give a suitable framework to develop a
concrete model for elliptic cohomology, a process which was started in [5].

In this note we will explain some facts about the Connes fusion tensor product (CEFTP)
of bi-finite Hilbert bi-modules over von Neumann algebras. We stick to the case of bi-
modules which are left-modules and right-modules over the same algebra M. The more
general case can be treated similarly. We denote the relative algebraic tensor product by
®pr. The CFTP will be denoted by ®y; (see Section 5 for a definition).

The organization of the article is as follows. Section 2 contains preliminaries and
definitions which are needed for the exposition. In Section 3 we recall the notion of
conjugate and dualizable bi-module. Section 4 contains Theorem 4.14, which subsumes
the main results. It states that the category of bi-finite dualizable Hilbert bi-modules is
equivalent to the category of bi-finitely generated projective bi-modules over M, respecting
the monoidal structure and duality. Parts of the proof are carried out in Section 5,
which also recalls the definition of the CF'TP. Finally, Section 6 contains some concluding
remarks.
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2. Preliminaries

2.1. HILBERT MODULES AND HILBERT BI-MODULES Throughout the article, let M be
a von Neumann algebra with separable pre-dual. We denote by M°P the von Neumann
algebra, which is defined to be M as complex vector space, but with the opposite multi-
plication. A Hilbert space H, which is at the same time a left-module over M, is called
a Hilbert left-module over M, if the module action is induced by a normal, %-preserving,
and unital homomorphism M — B(H). A Hilbert right-module is defined similarly with
MP°P in place of M. A Hilbert bi-module over M is a Hilbert space H which is at the same
time a Hilbert left-module and a Hilbert right-module over M, such that the actions of
M and M°P commute.

Let ¢ : M — C be a faithful and normal state. The assignment (z,y) — ¢(y*x)
makes M into a pre-Hilbert space, whose completion we denote by Lé(M ). We denote
the image of an element 2 € M under the natural inclusion M C L3(M) by Z € L3(M).

Furthermore, we use the convention { = 1.
The Hilbert space Lg)(M ) is naturally a Hilbert left-module, since

ly > 213y = izl oy = 6(a"5v2) < [lPola*) = NolllelZa

so that left-multiplication by y extends to a bounded operator on the completion.

In Tomita-Takesaki theory (see [6, Ch. VI-VIII]), an operator S is considered. It is

defined as the closure of the conjugate linear assignment

b b*.
In general S is an unbounded operator. Its polar decomposition S = JAY? is such that
J is a conjugate-linear isometry and A'/? is an unbounded, positive operator.

We define a right-module structure by setting £ <b = J(b* > (J€)). It follows from
Tomita-Takesaki theory that the left and right-module structure are commutants of each
other, so that in particular, they give Li(M ) the structure of a Hilbert bi-module.

The Hilbert space Lé(M )¥" is at the same time a Hilbert left-module over M and a
Hilbert right-module over M, (M). Again, these actions are commutants of each other. A
similar remark applies to the obvious left-module structure over M, (M) and the diagonal
action of M on the right. We will freely use these actions without further notational
complication.

A Hilbert left-module H is called finitely generated, if there is a bounded surjection
of left-modules from Li(M )®" to H, for some n € N. By polar decomposition, we can
assume that the surjection is a partial isometry. A similar definition applies to right-
modules. A Hilbert bi-module is called bi-finite, if it is finitely generated as left-module
and as right-module.

By definition, all finitely generated Hilbert left-modules over M are unitarily equivalent
to L?b(M)@n < p, for some n € N and some projection p € M, (M).

The algebra M is itself a bi-module over M, but usually not a Hilbert space. However,
it is finitely generated projective as left and as right module. Recall: a module is projec-
tive, if it is a direct summand in a free module. In the sequel, we will encounter finitely
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generated projective modules over M, which are associated to bi-finite Hilbert modules
over M.
Let H and L be Hilbert left-modules (resp. right-modules). We denote by

homy, (H,L) (resp. hom_y(H,L))

the vector space of bounded left-module maps (resp. right module maps).

Let H and L be either (Hilbert) left-modules, right-modules or bi-modules over M.
The algebraic direct sum of the vectorspaces H and L carries obvious module structures,
such that H @ L is categorical sum in the categories of (Hilbert) left-modules, right-
modules and bi-modules over M, respectively.

2.2. MODULES OF HOMOMORPHISMS Let H and L be Hilbert bi-modules. We consider

hom_;(H, L) and homy, (H, L). There are natural bi-module structures on these vector
spaces. For © € hom_y,(H,L),b € M and £ € H, we define

(b>z)(&) =b>xz(&) and (x<b)(&) =z(b>E).

Similarly, for x € homy, (H,L),b € M and £ € H, we define

(b>2)(€) =2(¢<b) and (x < B)(E) = 2(€) <b.

It is an easy check, that these formula indeed define bi-module structures. The adjoint of
x € hom_y(H, L) (resp. « € homy,_(H, L)) is denoted by z* € hom_,,(L, H) (resp. z* €
homy,— (L, H)). It satisfies (x(§),n)r = (&, 2*(n)) . Concerning the module structure, we
have (in either case)

(b>az)" =z"<b® and (z<b)"=b"D> 2" (1)
Note that there is a canonical isomorphism
a :hom_y (L3 (M), L3 (M)) = M

of von Neumann algebras and bi-modules over M. We have «a(z) > & = z(€), for z €
hom_ /(L (M), L3(M)). Similarly, there is a canonical isomorphism

o't homy— (L3 (M), L3(M)) — M,

of bi-modules which satisfies z(§) = £ < /().

2.3. DEFINITION. Let H be a Hilbert bi-module. We define the bi-module of left-bounded
vectors by D(H, ) = hom_p (L5(M), H).

There is a similar definition for right-bounded vectors in terms of left-module maps. In
the case of dualizable modules, we will show in Theorem 3.6, that the left-bounded and
right-bounded vectors are naturally isomorphic as bi-modules over M.
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3. Duality

3.1. CONJUGATE BI-MODULES Let H be a bi-module over M. We denote by H the
conjugate bi-module. It is defined to be H as a real linear space, but equipped with
the conjugate complex structure. Denote the image of ¢ € H (under the real linear
identification) in H by £&. We define a bi-module structure over M by b> & = £ < b* and
£<ab=10b"1>& If His a Hilbert bi-module, then H is naturally a Hilbert bi-module,
taking (£,7)7 = (£,n)n. Note that H is bi-finite if and only if H is bi-finite.

3.2. PROPOSITION. There is a natural unitary isomorphism of bi-modules over M
B L3(M) = L2(M).

PROOF. The map [ is given by

m— Q<am* = J(m).
It is unitary since J is a conjugate-linear isometry. [

In the sequel we provide some isomorphisms between modules of homomorphisms.

3.3. PROPOSITION. Let H and L be Hilbert bi-modules over M. We have a natural
1somorphism

hom_ (K, H) = hom_(H, K)
of bi-modules over M. Similarly, there is an isomorphism
homy, (K, H) = homy, (H, K)

of bi-modules over M.

PROOF. The map is given by the assignment z — z*. Using Equations 1, it is easily
checked that this is map of bi-modules. [

3.4. PROPOSITION. There is a natural isomorphism

hom,_(H, K) = hom_y(H, K),

of bi-modules over M.

PROOF. The map is given by z — z, where zf(€) = (€).
The next computations show, that it is indeed an isomorphism of bi-modules. We
have

(be>2)'(€) = b (8) = x(§) <V,

so that o
(b> )t =at <b* =b> af.
Similarily,
(x<b)'(€) = (z<b)(&) = z(b>€) = (£ Qb),
so that

(z<ab)f =b >af =af qb.
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Putting Proposition 3.3 and Proposition 3.4 together, we get a natural isomorphism
of bi-modules as follows.

hom_ (L, H) = homy, (H, L). (2)

A case of special interest is the case L = L7(M). Composing with the inverse of

the isomorphism f§ : L3(M) = LZ(M) yields an identification of bi-modules over M as
follows:

hom_p (L3(M), H) = homy,_(H, L5(M)). (3)

Making everything explicit, the image of x € hom_y(L3(M), H) is denoted by ' and

(&) = Jx*(§).

3.5. DuAL MODULES In order to speak about duality, we need a monoidal category (for
definitions see [3, Ch. VII]) . The category of Hilbert bi-modules over M is equipped with
the Connes fusion tensor product (CFTP) which makes it into a monoidal category. We
will give a definition of the CFTP and a proof of the preceding assertion in Section 5 and
freely use its existence in this section. Section 5 is independent of the results obtained in
this section.

Let H be a Hilbert bi-module. A dual of H is a Hilbert module H’, together with
morphisms 7y : H &y H' — L3(M) and e : L3(M) — H' @y H, which satisfy the usual
adjointness relations, i.e.

We call a Hilbert bi-module H dualizable, if H is a dual of H. (A similar definition
applies to bi-modules over M with respect to the relative algebraic tensor pro_duct.)
The notion of duality is self-dual. Thus, if H is dualizable, then so is H, we have

eg =nu" and g = e’
The duality gives a natural identification of bi-modules
homy— (L5 (M), H) = homy,_(H, L5(M)) (4)
via the assignment ¢ + 1 0 (¢ ®jidz). This yields the following theorem.
3.6. THEOREM. If H is dualizable, then there is a natural isomorphism of bi-modules

hom_y(L3(M), H) = homy, (L5 (M), H).

ProoF. This follows from the isomorphisms in formula 3 and 4. [
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4. Main theorem

4.1. FINITENESS There is a natural linear inclusion map D(H, ¢) — H which is given by
x +— z(Q). It is a map of left modules over M, but in general not a map of right modules.

If H is a Hilbert bi-module, finitely generated as a Hilbert right-module over M,
it is isomorphic to p > Lé(M )®" as a right module, for some n € N and projection
p € M,(M). We easily get that D(H, ¢) = pM®" as right-modules. Indeed, this follows
since H + hom_y(L3(M), H) (seen as a right-module) is functorial for right-module
maps and preserves direct sums. Thus, D(H, ¢) is finitely generated projective as a right-
module.

If H is dualizable, we find a similar argument showing that D(H, ¢) is finitely generated
projective as a left-module. Indeed, this follows from Theorem 3.6.

4.2. PROPOSITION. If H is a dualizable bi-finite Hilbert module over M, then D(H, ¢) is
finitely generated projective as left-module and as right-module over M.

4.3. DEFINITION. A bi-module over M which is finitely generated projective as a right-
module and as a left-module is called a bfgp bi-module over M.

The term ’bfgp’ encodes the words bi-finitely generated projective.

4.4. DEFINITION. We denote by Hys the category of Hilbert bi-modules over M and by
H4, the category of bi-finite dualizable Hilbert bi-modules over M. The morphisms in H
and HY, are defined to be bounded maps of bi-modules.

4.5. INNER PRODUCTS Let H be a bi-finite Hilbert bi-module over M. The bi-modules
of the form D(H, ¢) have an additional feature, they carry a M-valued inner product,
which is given by the formula

(z,y) = a(y*x).
In general, a M-valued inner product is a real linear map H x H — M, which is complex
linear in the first variable and satisfies

(z,y) = (y,2)" and (z,2) >0,

for all z,y € H.
A M-valued inner product of a bi-module H is called complete if the norm z +—
(2, 2)'/?|| is complete. It is called compatible with the module actions, if

(b>$7y) = (va*by)
(x<abyy) = (z,y)b.

4.6. PROPOSITION. Let M be a bfgp bi-module over M. There exists a complete and
compatible M -valued inner product on M.
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PROOF. Let H be a bfgp bi-module over M. Again, H is isomorphic to pM®" as right-
module, for some n € N and p € M,,(M). We define an inner product on H by setting

n

((bi)?:h (bl?:ﬂ) = Z b/i*bi-

=1

One easily checks that this inner product is complete and compatible. However, a choice
was involved. -

4.7. PROPOSITION. Let H be a bi-finite dualizable Hilbert bi-module. The bi-module
D(H, ¢) is bfgp and the canonical M-valued inner product on D(H, @) is complete and
compatible.

ProOOF. The first part is Proposition 4.2. Compatibility and completeness are easily
checked. -

If H and K are bi-modules over M, which carry an inner product, then there is a
natural inner product on H ®,; K, given by the formula

($1 X Y1, T2 @ 3/2)H®MK = ((33’1, xz)H > y17y2)K-

4.8. PROPOSITION. Every bfgp bi-module over M is dualizable as a bi-module.

ProOOF. First of all, note that the statement of the proposition is purely algebraic, i.e.
the concept of duality is the usual duality of bi-modules w.r.t. to the relative algebraic
tensor product.

The duality is induced by the inner product, but let us first start with a plain bfgp
bi-module H over M and let us show that hom_j/(H, M) is a dual of H. First of all,
there is a map ny : hom_y (H, M) @y H — M, given by ¢ @ h +— ¢(h).

The other structure map of the duality ey, : M — H ®j; hom_y,(H, M) is described
by some central element in H ® hom_y,(H, M). Note, that H embeds in M®" as right-
module, with projection p € M, (M), such that

H @ hom_y (H, M) C M®" @y hom_y (M, M) =5 M

Here, H ®); hom_,,(H, M) identifies, as a complex vector space, with pM,(M)p and
the bi-module structure is given by one normal, unital and *-preserving homomorphism
v: M — pM,(M)p. Clearly, p € pM,(M)p is a central element, so that a morphism of
bi-modules ey, : M +— H ®jy; hom_y(H, M) can be defined. One easily checks, that the
adjointness conditions are fulfilled, so that H is indeed a dual of hom_,(H, M).
Consider now a choice of a M-valued inner product on H which exists by Proposition
4.6. We get a natural map of bi-modules H ~ hom_,,(H, M), which is given by k
{H 3> hw~ (h,k)g € M}. One easily shows that it is an isomorphism. Thus, H is a dual
of H, for any bfgp bimodule. This implies the assertion. [
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4.9. CATEGORIES OF BI-MODULES

4.10. DEFINITION. The category of bi-modules over M 1is denoted by By;. Denote the
category of bfgp bi-modules over M by Fyr. Furthermore, denote the category of bfgp
bi-modules with a choice of a complete and compatible inner product by Fy;. In either
case, morphisms are bi-module maps.

If follows from Proposition 4.6, that the forgetful functor 3, — F), is an equivalence
of categories , although there is no canonical inverse equivalence.

The assignment H +— D(H, ¢) extends to a functor Dy : Hyr — By from the category
of Hilbert bi-modules over M to the category of bi-modules over M. We have shown in
Proposition 4.7 that this functor descents to a functor Dy, : H4, — Fi;, from the category
of bi-finite Hilbert bi-modules over M to the category of bfgp bi-modules with complete
and compatible inner products over M.

Let H be a bfgp bi-module over M with complete and compatible inner product. The
relative tensor product H ®y; L3(M) is naturally a bi-finite Hilbert bi-module. Its inner
product is computed by the equation

(h@& h @n) = ((h,h)u > 5777)L§>(M)'

At the moment we leave the assertion open, that this construction produces dualizable
modules. It will become apparent after the definition of CFTP. We will assume the
assertion for the rest of the section.

4.11. LEMMA. There is a functor L3 : Fy; — HS;, which sends H — H @y L3(M).

We continue by proving two propositions that show that the functors L?z) and D, are
actually equivalences of categories.

4.12. PROPOSITION. Let H be a bi-finite Hilbert bi-module over M. There is a natural
unitary equivalence

D(H,$) @y L5 (M) = H
of Hilbert bi-modules over M.

PROOF. First of all, we define a map D(H, ¢) ®c L;(M) — H by sending
@& x(§).

This clearly falls to a map from the relative tensor product over M. It is a map of
left-modules, since b> (r @ &) = (b> ) ®E— (b>x)(§) = b (z(£)).

Again, the map is a unitary equivalence if H is isomorphic to Lfb(M )®" and hence if H
is any finitely generated Hilbert module. The assertion about the right-module structure
follows similarily. ]
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4.13. PROPOSITION. Let H be a bfgp bi-module with complete and compatible inner prod-
uct. We have a natural isomorphism

H = hom_y (LE(M), H @y L3(M))

of bfgp bi-modules with inner product.

PROOF. Let h be an element in H. We define a map h' : L3(M) — H @y L3(M) by
sending £ — h ® &. The assignment h +— b’ is clearly a map of right-modules. Again, it
is an isomorphism if H = M®", as right-modules, and hence for any bfgp bi-module by
functoriality of the above assignment for right-modules. We still have to give an argument
that shows that the inner products match. First of all, we compute the adjoint of A’. We
claim that h"*(k ®n) = (h, k)3, >, for k € H and n € L3 (M).

(W(&), k@ 77)H®ML?¢(M) h®§ k® TI)H®ML§,(M)
hy k) > &,m) 2 )

£ (hk)u" > U)Lg(M)

§ N (k@ )z )

A~ N I/~

But clearly,

(h/(g)a k® 77)H®ML3>(M) = (57 h,*k(n))Li(M)
= (&ak"n) > n)Li(M)a

so that a(k*h') = (h, k) and the assertion follows. "

The above propositions imply part of the following theorem.

4.14. THEOREM. The functors L} : Fy — Hi; and Dy = HY; — Fip constitute an
equivalence of monoidal categories with duality.

We claim, that these functors extends to an equivalence of tensor categories. The
above propositions show that these functors are at least equivalences of categories. In
order to make the remaining assertion precise, we recall the definition and some facts
about the CF'TP. The proof Theorem 4.14 will be finished in Section 5.

The above result should be compared with Theorem 6.24 in [2]. Our methods allow
to prove Theorem 6.24 in the context of not necessarily finite von Neumann algebras.
However, since we stick to bi-modules Theorem 4.14 does not imply Theorem 6.24 in [2]
and thus cannot be seen in complete analogy. Since we know of no interesting applications
of left-modules (rather that bi-modules) over infinite von Neumann algebras, we leave this
issue aside.
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5. The Connes fusion tensor product

5.1. DEFINITION The CFTP makes makes the category of Hilbert bi-modules over M
into a monoidal category. It is defined as follows. Let H and K be bi-finite Hilbert
bi-modules over M. D(H, ¢) ®@c D(K, ¢) carries a pre-inner product, given by

(21 @ 41, 22 @ y2) = Plalys (azym1) > 11))).

The CFTP of H and K over M is defined to be, as a Hilbert space, the completion of
D(H, ¢)®c¢D(K, ¢) with respect to the pre-inner product above. It is denoted by H®, K.

The following computation shows that the usual algebraic tensor relations lie in the
null-space of the inner product.

(21 <9b) @y, 12 @y2) = d(a(ys(a(@y(rr b)) >wy1)))
= ¢(a(ys(a(zszr) > (b y1)))
= (21 ®(b>y1), 72 @ 1)

This implies that the CFTP is actually the completion of D(H, ¢) @y D(K, ¢). The
module structure on H ®,; K still has to be specified. The left-module structure is the
one that is extended by the completion. However, the right-module structure is the one
coming from K, rather that D(K, ¢). The following alternative description of H ®@j; K
will make this apparent.

In the literature, there are several other definitions and formulas for the inner product
which have caused some confusion, in particular to those who wanted to understand the
CFTP from a purely algebraic point of view. We want to review the definition of Connes
and Sauvageot [1, 4] and the definition of Wassermann [7].

5.2. THE DEFINITIONS OF CONNES AND WASSERMANN In [1, 4], A. Connes and later
J.-L. Sauvageot considered an inner product on D(H, ¢) ® K. It is given by the formula

(11 ® &1, 12 ® &) = (axizr) > &1, &) k-

On vectors &;, which are of the form y;(£2), for some y; € D(K, ¢), this reads as follows:

((a(z321) > Y1) (), Y2(2)) K

= ((wa((a(z3r1) > 41)(92), ) 22 ()
o(a(yz(a(zyrr) > 41)))

= (11 Qy1,22®@Yys).

(21 @ y1(2), 22 @ y2(2))'

We get that the inclusion D(H, ¢) @c D(K,¢) C D(H,¢) @c K is isometric (with
respect to the pre-inner products) and hence the completions are isometric.

In [7] A. Wassermann defines the CETP of Hilbert bi-modules H and K over M as a
completion of hom_ (L7 (M), H)®@chomy,_ (L3 (M), K) with respect to the inner product
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(21 @Y1, 12 @ y2)" = (axiwy) > Q< (yau1), Q)Li(M),

which he calls a four-point formula.
The following computation implies that the completion of the natural morphism

hom_y(L3(M), H) ®c homy,—(L3(M), K) — D(H, ¢) ®c K

is isometric with respect to the pre-inner products. Furthermore, it has dense image.
Therefore, the completion is an isometric isomorphism.

(71 @ y1(Q), 22 ® y2(Q))’ (a(z21) &> y1(Q), 42()) 22 (1)
(y5 (a(x52r) > 91(£2)), Q)Li(M)
(a(z521) > Y351 (€2), Q)Li(M)
= (11 Q@ u1, T2 @ ya)”

Note, that in either case H ®; K is not defined as a completion of the algebraic tensor
product H ®¢ K.

5.3. SOME PROPERTIES From the definition above, it is already clear that
Ly(M)&y H = H
H @y Ly(M) = H,

I

and
(HeK)®y L = (H®RyL)® (K @y L)
Hoy (KoL) = (HRy K)® (H®y L)
for all Hilbert bi-modules H, K and L over M.

5.4. PROPOSITION. Let K and H be bi-finite Hilbert bi-modules. There is a natural
isomorphism

D(K,$) @r D(H, ¢) — hom_p (L3(M), K &y H) = D(K @ H, ) (5)
of bi-modules over M.
PROOF. The map is given by completing the map M — D(K, ¢) ®y D(H, ¢), which is
associated to an element in x ® y € D(K, ¢) @y D(H, ¢). 1t is described by
mi—z® (y<am),

and extends to L3 (M) since

I* = dm aly (a(z"z) > y))m)

< Jafy'(ale"2) & y)l| om*m)
= Ol 0y

[z @ (y < m)
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The arrow in Equation 5 is an isomorphism, if K is isomorphic, as a right-module, to
Li(M )¥" and hence if K is any bi-finite Hilbert bi-module over M, by functoriality for
maps of Hilbert right-modules in the left variable. ]

Proposition 5.4 implies the associativity of the CFTP for bi-finite Hilbert bi-modules.
Indeed, we can transport the associativity isomorphisms from the category F*. It is
now obvious that the equivalence of categories between H), and Fj; is an equivalence
of monoidal categories. Indeed, we have shown the existence of natural isomorphisms
Dy(K) @y Dy(H) = Dy(K @y H), compatible with the monoidal structure maps. It
follows by abstract reasoning, that the functor Li also preserves the monoidal structure.
The next proposition makes this explicit.

5.5. PROPOSITION. There is a natural isomorphism
K @y H @y Ly (M) = (K @ LE(M)) @ur (H @ar L(M)),

compatible with the monoidal structure maps.

PROOF. The map is given by k ® h ® m +— k ® (h <m). Again, we can show that this
map extends to an isomorphism of Hilbert bi-modules. [

In the proof of Theorem 4.14, we left open the assertion, that the functors D, and
Lé preserve duality. We still have to show that the image of the functor L% consists of
dualizable modules.

Let H be a Hilbert bi-module and H its dual. There is are natural isomorphisms of
bi-modules over M

D(H,$) = hom_y (L2(M)

|
=
o
P
g
~

Here we used, Proposition 3.4, Proposition 3.2 and Theorem 3.6.

This shows, that the functor D, and hence Li preserve conjugacy of modules, up
to natural isomorphism. We showed in Proposition 5.4 that it preserves the monoidal
structure up to natural isomorphism. This implies that Lé actually maps dualizable bi-
modules to dualizable Hilbert bi-modules. Since all bfgp bi-modules are dualizable, the
desired assertion is proven.

6. Conclusion

One might draw the conlcusion that all monoidal categories appearing in the realm of von
Neumann algebras and satisfying the usual finiteness assumptions, can be understood
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from a completely algebraic point of view. This point is surely well-known to the experts
in the field. We still believe that it will be helpful to those, that start working in conformal
field theory, subfactors (especially of von Neumann factors of type III) etc.

There is no reason to be scared by the CF'TP. This was maybe part of the confusion
related to it.
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