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#### Abstract

We introduce a 3-dimensional categorical structure which we call intercategory. This is a kind of weak triple category with three kinds of arrows, three kinds of 2 -dimensional cells and one kind of 3 -dimensional cells. In one dimension, the compositions are strictly associative and unitary, whereas in the other two, these laws only hold up to coherent isomorphism. The main feature is that the interchange law between the second and third compositions does not hold, but rather there is a non-invertible comparison cell which satisfies some coherence conditions. We introduce appropriate morphisms of intercategory, of which there are three types, and cells relating these. We show that these fit together to produce a strict triple category of intercategories.


## Introduction

With this paper, we undertake the study of intercategories (short for interchange categories). These are special kinds of three-dimensional categories. Roughly speaking, they consist of two double categories that share the same horizontal structure, and whose operations are related by interchange morphisms.

A triple category [5] is a category object in double categories which themselves are category objects in Cat. An analysis of this reveals that there are three kinds of arrows each with its own category structure, and for any two of these, appropriate double cells with two compositions producing a double category. Finally there are triple cells which look like blocks that can be pasted in three directions, satisfying interchange for any two of them. The generalization to higher dimensions is straightforward.

In practice this is too rigid. Already for double categories, where the main examples involve the composition of spans or profunctors of some sort, there is a need to relax the associativity and unit laws to allow isomorphisms. Thus for a weak double category there is one direction in which the equations hold strictly and a second one in which they hold up to coherent isomorphism, just like for bicategories. Any attempt to allow the equations to hold up to isomorphism in both directions simultaneously only leads to a vicious circle from which there seems to be no escape. Yet it would be nice to be able to do this. For example, transposing the two directions is a useful duality for (strict) double categories but is not available for weak ones.

[^0]The quintet construction is another case in point. From a 2 -category we get a double category whose horizontal and vertical arrows are the 1-cells of the 2-category, and whose double cells are squares with a 2 -cell in them. This is a nice "symmetric" way of turning a 2 -category into a double one and is in fact the universal solution to providing companions for every 1-cell [9]. The quintet construction works perfectly well for bicategories. It just doesn't give a weak double category. But it almost does.

These considerations prompted Verity to introduce what he called double bicategories [15]. The name may suggest that this is a four-dimensional concept although the intention is simply a slight relaxation of the double category notion. As we shall see in [10], it is really a three-dimensional concept, an intercategory in fact. So intercategories may also be viewed as weakened double categories held together by a more basic strict structure.

There are many ways of weakening the notion of triple category. The theory of weak $n$-categories would suggest having composition in the first direction satisfy the category equations strictly, in the second direction up to coherent isomorphism and in the third up to coherent equivalence. The coherence conditions would then mirror those for tricategories [6] with the possibility of some extra ones involving identities. However, we know of no genuine example of this kind of triple category except for those coming from tricategories, so there seems to be no advantage in developing such a theory at this time.

Our notion of intercategory is simpler and motivated by a number of examples of different kinds. As above there are three kinds of arrows and 2-dimensional cells, and one kind of 3 -dimensional ones. The first type of arrow carries a category structure whereas the second and the third only satisfy the equations up to isomorphisms of the first type. In fact the first and second type of arrows with the corresponding cells form a weak double category, and so do the first and third. And here is the crucial point: the cells whose boundaries are arrows of the second and third kind have two compositions just like the other two but the interchange law doesn't hold. There is instead a comparison 3-cell, in a specified direction, satisfying coherence conditions just like those for the duoidal categories of [4] (called 2-monoidal categories in [1]).

Duoidal categories are one of our motivating examples. They are "clearly" a threedimensional structure and, just as monoidal categories can be thought of as one-object bicategories, it is tempting to try to interpret duoidal categories as the one-object version of some more general kind of 3 -dimensional structure. And indeed duoidal categories are special kinds of intercategories. This gives a third way of viewing intercategories, as duoidal categories with several objects.

The plan for the paper is as follows. We introduce intercategories as a kind of lax triple category and set up our notation in Section 1. We postpone the discussion of the coherence conditions until Sections 4 and 5. After some double category preliminaries in Section 2, we give two more conceptual presentations of intercategory in Section 3. The equivalence of these is established in Section 4 where a more symmetric notion is introduced. Here all the coherence conditions are given. In Section 5 we reformulate these conditions using the more transparent 2-dimensional notation of Section 1.

In Section 6 we study morphisms of intercategories. There are three types, like for
duoidal categories. There are those that are lax in both the horizontal and vertical directions, and those that are colax in them. There are also those that are colax in the horizontal direction and lax in the vertical. The other way around, horizontally lax and vertically colax, doesn't work because the arrows that should give the coherence diagrams do not compose. There are also double cells relating the three types of morphism in pairs. Finally, these double cells can be the faces of cubes whose commutativity is well-posed. The main theorem of the paper is Theorem 6.3 which says that all of this fits together to produce a strict triple category of intercategories.

Somewhat mysteriously, horizontal intercategories only produce two of the three types of morphism and one kind of cell. Vertical intercategories give one of these and a new one, with their own cells. It is with double pseudocategories that we get all three kinds of morphism and three kinds of cell. The mystery is resolved in Section 7 where we consider pseudocategories, not in a 2-category, but in the double category $\mathbb{D} b l$. With Theorem 7.7 we can now rest assured that all presentations are equivalent.

## 1. Intercategories

An intercategory A is a 3-dimensional structure whose constituents look like cubes


It has:

- objects $(A, B, \ldots)$
- three kinds of arrow; $\operatorname{transversal}(f, g, \ldots)$, horizontal $\left(h, h^{\prime}, \ldots\right)$ and $\operatorname{vertical}\left(v, v^{\prime}, \ldots\right)$
- three kinds of (2-dimensional) cell, horizontal $(\phi, \ldots)$, vertical $(\psi, \ldots)$, basic ( $\alpha^{\prime}, \ldots$ )
- 3-dimensional cubes (not named in the diagram above).

It also has three kinds of composition:

- transversal for transversal arrows, horizontal and vertical cells, and cubes. It is denoted by • or juxtaposition, which is strictly associative and unitary. The identities are denoted 1
- horizontal for horizontal arrows, horizontal and basic cells, and cubes. It is denoted by $\circ$ or $\mid$, and is associative and unitary up to coherent transversal isomorphism
- vertical for vertical arrows, vertical and basic cells, and cubes. It is denoted by • or -, and is associative and unitary up to coherent transversal isomorphism

Mnemonic: As we go from transversal to horizontal to vertical, the notation becomes heavier (uses more ink).

These structures interact as follows:

- transversal and horizontal form a weak double category
- transversal and vertical form a weak double category
- horizontal and vertical are related by interchangers

$$
\chi:(\alpha \circ \beta) \bullet(\bar{\alpha} \circ \bar{\beta}) \longrightarrow(\alpha \bullet \bar{\alpha}) \circ(\beta \bullet \bar{\beta})
$$

which is also written as

$$
\chi: \left.\frac{\alpha \mid \beta}{\bar{\alpha} \mid \bar{\beta}} \longrightarrow \frac{\alpha}{\bar{\alpha}} \right\rvert\, \frac{\beta}{\bar{\beta}}
$$

An important feature of this notation is that the $\alpha, \beta, \bar{\alpha}, \bar{\beta}$ don't change place.
The other interchangers are

$$
\mu: \operatorname{id}_{v} \bullet \operatorname{id}_{\bar{v}} \longrightarrow \operatorname{id}_{v \bullet \bar{v}}, \quad \delta: \operatorname{Id}_{h \circ h^{\prime}} \longrightarrow \operatorname{Id}_{h} \circ \operatorname{Id}_{h^{\prime}}, \quad \tau: \operatorname{Id}_{\mathrm{id}_{A}} \longrightarrow \operatorname{id}_{\mathrm{Id}_{A}}
$$

also written as

$$
\mu: \frac{\operatorname{id}_{v}}{\mathrm{id}_{\bar{v}}} \longrightarrow \mathrm{id}_{\bar{v}}^{v}, \quad \delta: \operatorname{Id}_{h \mid h^{\prime}} \longrightarrow \operatorname{Id}_{h} \mid \operatorname{Id}_{h^{\prime}}, \quad \tau: \operatorname{Id}_{\mathrm{id}_{A}} \longrightarrow \operatorname{id}_{\mathrm{Id}_{A}}
$$

These are transversally special cubes, i.e. their horizontal and vertical faces are transversal identities. They compose in the transversal direction.
For example, $\mu$ is the cube (shown as a morphism from back to the front)


Naturality is in the transversal direction. For example, id can also be applied to vertical cells $\psi$ giving a cube $\mathrm{id}_{\psi}$

needed to express naturality of $\mu$


These have to satisfy all the obvious coherence conditions, of which there are many ( 32 by one way of counting), although this is below average for weak 3 -dimensional structures. We return to this in Section 4.

It is thus desirable to have a more abstract theoretical presentation. This will be especially useful in studying the various kinds of morphism of intercategories. The different points of view provide extra insight into the concepts, and can prove useful in checking the various examples. These different ways of viewing intercategories are presented in the following sections (3 and 4), where the coherence conditions will be made explicit.

We give two examples to guide the reader through the maze of 3 -dimensional commutative diagrams. Many more may be found in [10].

The first is given by duoidal categories, categories $\mathbf{D}$ with two tensors $\otimes$ and $\boxtimes$ related by lax interchange (see [1, 3, 4]). (We follow most closely the notation of [4] although they use $\gamma$ for the interchanger which we call $\chi$.) This can be considered as a degenerate intercategory with one object. The objects of $\mathbf{D}$ provide the basic cells, and the morphisms of $\mathbf{D}$ the cubes. The remaining constituents are all identities. A general cube looks like

with an arrow $d: D \longrightarrow D^{\prime}$ inside. Horizontal and vertical composition are given by $\otimes$ and $\boxtimes$ respectively. In this example all of the interchangers $\chi, \delta, \mu, \tau$ can be non-invertible, for example when the horizontal composition is product and the vertical coproduct.

The second example is given by spans of cospans in a category with pullbacks and pushouts. A general cube looks like


Horizontal (resp. vertical) composition is given by pullback (resp. pushout). Note that because the interchanger $\chi$ is not invertible, the spans must be horizontal and the cospans vertical. More details may be found in [10].

## 2. Preliminaries on double categories

Recall from [9] the strict double category $\mathbb{D} b l$ whose objects are weak double categories, horizontal arrows are lax functors (of double categories), and vertical arrows are colax functors. It is, of course, the double cells that are of most interest, given the well-known problems with lax transformations in general. A double cell

is given by
(1) a horizontal arrow $\pi A: V F A \longrightarrow G U A$ for each object $A$ of $\mathbb{A}$, and
(2) a double cell

for each vertical arrow $u: A \longrightarrow \bar{A}$ of $\mathbb{A}$.

These are required to satisfy a number of more or less obvious compatibility conditions which can be found in [9]. Note, in passing, that in writing out these conditions one realizes that $\pi A$ has to be in the direction given.

From this double category $\mathbb{D} b l$ we can extract two 2-categories $\mathcal{L} x \mathcal{D} b l$ and $\mathcal{C} x \mathcal{D} b l$ by restricting the vertical (resp. horizontal) arrows to be identities. So the objects of $\mathcal{L} x \mathcal{D} b l$ are weak double categories, the arrows are lax functors, and the 2-cells are horizontal transformations. $\mathcal{C} x \mathcal{D} b l$ has the same objects, the colax functors as arrows and again horizontal transformations as 2-cells.
REmark: It's not unreasonable to wonder where the usual problems of making lax functors into a 2-category have gone, given that 2-categories and bicategories can be considered as special weak double categories. In the case of 2-categories considered as horizontal double categories, lax functors are just 2-functors and horizontal transformations are 2natural transformations so there are no problems there. If, on the other hand, bicategories are considered as vertical weak double categories (i.e. horizontal arrows are identities), then lax functors are what are usually called lax functors but horizontal transformations are now the (dual) icons of Lack [13], whose main feature is precisely that they are the 2-cells of a 2-category.

Recall that a lax functor $F: \mathbb{A} \longrightarrow \mathbb{B}$ takes objects, horizontal and vertical arrows and double cells of $\mathbb{A}$ to like ones in $\mathbb{B}$ as illustrated in

$F$ is required to be functorial in the horizontal direction, whereas in the vertical direction comparison special cells (horizontal domains and codomains identities) are provided

which are required to satisfy


If the $\phi$ 's are isomorphisms, $F$ is said to be strong, and if they are identities, $F$ is strict. So strict functors preserve, not only vertical identities and composition on the nose, but also the structural isomorphisms $\rho, \lambda, \kappa$, as can be seen from the above diagrams.

Remark: Strict functors go counter to the received wisdom about morphisms of (weak) two dimensional structures but they arise surprisingly often, e.g. the projections out of comma objects are strict, and are very useful. The following result, whose proof is straightforward, illustrates this and is crucial for us.
2.1. Proposition. Let $F: \mathbb{A} \longrightarrow \mathbb{C}$ and $G: \mathbb{B} \longrightarrow \mathbb{C}$ be strict functors. Then the settheoretical pullback of $F$ and $G$ on objects, arrows and cells defines a weak double category $\mathbb{A} \times_{\mathbb{C}} \mathbb{B}$ which is the 2-pullback of $F$ and $G$ in $\mathcal{L} x \mathcal{D} b l$. The projections onto $\mathbb{A}$ and $\mathbb{B}$ are strict functors.
Remark: The 2-pullback of $F$ and $G$ may exist even when $F$ and $G$ are not strict. For example, the images of $F$ and $G$ may be disjoint, in which case the empty double category is the 2-pullback. It is not clear exactly which pullbacks exist in $\mathcal{L} x \mathcal{D} b l$, nor what the 2-categorical property of strict functors is that makes their pullbacks better.

## 3. Horizontal and vertical intercategories

The notion of pseudocategory in a 2-category with 2-pullbacks is pretty clear and has already appeared in print [14]. We generalize this a bit to suit our purposes: we don't assume that 2-pullbacks exist but restrict our definition to diagrams where the requisite ones do.

Given a diagram

$$
B \underset{\partial_{1}}{\stackrel{\partial_{0}}{\Longrightarrow}} A
$$

in a 2 -category $\mathcal{A}$, the 2 -limit of the diagram

can be constructed using 2-pullbacks. We call this limit the iterated 2-pullback and denote it by $B \times_{A} B \times_{A} \cdots \times_{A} B=B^{(n)}$ and the projections by

$$
p_{i}: B^{(n)} \longrightarrow B, i=1, \ldots, n
$$

Also let $B^{(0)}=A$ and $B^{(1)}=B$. If $f: B^{(n)} \longrightarrow B^{(m)}$ we will denote $B^{(r)} \times{ }_{A} f \times_{A} B^{(s)}$ by

$$
f_{r+1, \ldots, r+n}: B^{(r+n+s)} \longrightarrow B^{(r+m+s)} .
$$

3.1. Definition. A pseudocategory object in $\mathcal{A}$ is a diagram $B \underset{\partial_{1}}{\stackrel{\partial_{0}}{\Longrightarrow}} A$ for which the iterated 2-pullbacks $B^{(n)}$ exist, together with morphisms
$(1)$ id $: A \longrightarrow B$
(2) $m: B^{(2)} \longrightarrow B$
and iso 2-cells

(4)/(5)

satisfying the usual coherence conditions (pentagon, etc.).
Note that a pseudocategory in $\mathcal{C}$ at is exactly a weak double category.
3.2. Definition. A horizontal intercategory is a pseudocategory

$$
\mathbb{C} \underset{p_{2}}{\stackrel{p_{1}}{\rightleftharpoons} \rightleftarrows} \mathbb{B} \underset{\partial_{1}}{\stackrel{\partial_{0}}{\rightleftarrows}} \mathbb{A}
$$

in $\mathcal{L} x \mathcal{D} b l$ where $\partial_{0}$ and $\partial_{1}$ are strict functors.

In this definition, it is understood that

is a pullback so that $p_{1}$ and $p_{2}$ are also strict and thus the pullbacks needed to express coherence also exist.

In this presentation the horizontal and vertical arrows of $\mathbb{A}$ are the transversal and vertical arrows of the $A$ of Section 1, so the cells of $\mathbb{A}$ are the vertical cells of $A$. The objects, horizontal and vertical arrows, and cells of $\mathbb{B}$ are the horizontal arrows, horizontal and basic cells, and cubes of A. (See table at the end of Section 4.)

Given two pseudocategories $C \underset{p_{2}}{\stackrel{p_{1}}{\Longrightarrow}} B \underset{\partial_{1}}{\stackrel{\partial_{0}}{\leftrightarrows}} A$ and $C^{\prime} \underset{p_{2}^{\prime}}{\stackrel{p_{1}^{\prime}}{\rightleftarrows}} B^{\prime} \underset{\partial_{1}^{\prime}}{\stackrel{\partial_{0}^{\prime}}{\leftrightarrows}} A^{\prime}$ in a 2-category, a lax functor from the first to the second consists of three arrows $f, g, h$ such that

"commutes sequentially" i.e. $f \partial_{i}=\partial_{i}^{\prime} g$, and $g p_{j}=p_{j}^{\prime} h$ for $i=0,1$ and $j=1,2$. (So $h$ is in fact determined by $f$ and $g$.) Apart from these three arrows there are also given comparison 2-cells

satisfying the usual equations, i.e. unit and associativity.
There are also colax morphisms of pseudocategory objects with the same conditions except that $\eta$ and $\mu$ go in the opposite direction.

Returning now to intercategories as pseudocategories in $\mathcal{L} x \mathcal{D} b l$, we get two kinds of
morphisms, lax and colax

but the $F, G, H$ are always lax. We analyze them further in the next section.
There is a different way of looking at intercategories as pseudocategories, i.e. in the 2 -category $\mathcal{C} x \mathcal{D} b l$. We get an equivalent notion of intercategory but not the same notions of morphisms. We'll call them vertical intercategories. In the next section, we prove that horizontal and vertical intercategories are equivalent notions.
3.3. Definition. A vertical intercategory is a pseudocategory

$$
\mathbb{X}_{2} \underset{P_{2}}{\stackrel{P_{1}}{\rightleftharpoons} \longrightarrow} \mathbb{X}_{1} \underset{D_{1}}{\stackrel{D_{0}}{\leftrightarrows}} \mathbb{X}_{0}
$$

in $\mathcal{C} x \mathcal{D} b l$ where $D_{0}$ and $D_{1}$ are strict functors.
Now, the objects, horizontal and vertical arrows, and cells of $\mathbb{X}_{0}$ are the objects, transversal and horizontal arrows, and horizontal cells of $A$, respectively. $\mathbb{X}_{1}$ consists of vertical arrows, vertical and basic cells, and cubes of A. (See table at the end of Section 4.)

## 4. Double pseudocategories in a 2-category

With a view to understanding the equivalence of the two preceding definitions of intercategory, we present a more symmetric version which doesn't refer to lax or colax. Although we only need it for $\mathcal{C} \mathcal{A} \mathcal{T}$, the definition we give below works in any 2 -category with 2 pullbacks, with a simple change of word here and there. This may be useful, say for $\mathbf{V}-\mathcal{C A} \mathcal{T}$ for appropriate monoidal categories $\mathbf{V}$, but just the fact that the notion can be thus internalized says something about the definition.

If we make the double categories $\mathbb{A}, \mathbb{B}, \mathbb{C}$ of Definition 3.2 explicit as pseudocategories in $\mathcal{C A} \mathcal{T}$ we get a $3 \times 3$ diagram of categories and functors


A horizontal intercategory is a bit less than this and a bit more too. "A bit less" because some of those categories and functors are determined by the others. For example, we only need to specify the categories $\mathbf{A}_{0}, \mathbf{B}_{0}, \mathbf{A}_{1}, \mathbf{B}_{1}$, but we need the others to serve as domains for the composition functors. "A bit more" because we need an extra row and column in order to specify the structural isomorphisms (associativity, etc.) and one more row and column to express the coherence conditions.

The names of the 36 functors follow those of Definition 3.1. The vertical ones are the uppercase versions of the corresponding horizontal ones. The first condition on $(*)$ is that each of the rows $\mathbb{X}_{0}, \mathbb{X}_{1}, \mathbb{X}_{2}$ and each of the columns $\mathbb{A}, \mathbb{B}, \mathbb{C}$ represent weak double categories. In particular the following diagrams are pullbacks in $\mathcal{C A} \mathcal{T}$ :

and


Each of these weak double categories comes with its structural natural isomorphisms, usually clear from the context, denoted $\kappa, \lambda, \rho$ in the first case and $\kappa^{\prime}, \lambda^{\prime}, \rho^{\prime}$ in the second.

The domains and codomains as well as the pullback projections preserve all the structure. More precisely, the following diagrams commute. Those involving $\partial_{0}, \partial_{1}$


Those involving $p_{1}, p_{2}$




Those involving id, $m$



The crucial ingredients are the natural transformations

(17)

(18)

(19)

(20)

Apart from the coherence conditions on $\kappa, \lambda, \rho, \kappa^{\prime}, \lambda^{\prime}, \rho^{\prime}$, giving pseudocategories, the following must also hold.
Those involving id



Those involving $m$




Those specific to $\kappa$



Those specific to $\lambda$



Those specific to $\rho$



Let us call the above structure double pseudocategory object.
4.1. Theorem. The following three structures are the same, i.e. they are specified by the same data and satisfy the same conditions.
(a) Double pseudocategories in $\mathcal{C}$ at.
(b) Horizontal intercategories, i.e. pseudocategories

$$
\mathbb{C} \underset{p_{2}}{\stackrel{p_{1}}{\rightleftharpoons}} \mathbb{B} \underset{\partial_{1}}{\stackrel{\partial_{0}}{\leftrightarrows}} \mathbb{A} \quad \text { in } \mathcal{L} x \mathcal{D} b l
$$

(c) Vertical intercategories, i.e. pseudocategories

Proof. (a) $\Leftrightarrow(\mathrm{b})$ The double categories $\mathbb{A}, \mathbb{B}, \mathbb{C}$, when expressed as truncated simplicial categories, give the columns of $(*)$, the structural isomorphisms $\kappa^{\prime}, \lambda^{\prime}, \rho^{\prime}$ and the pullbacks (2), (3), (4).

That the $\partial_{i}$ are strict double functors is equivalent to conditions (5), (6), (7) and (8). Condition (6) is to ensure that $\partial_{i}^{2}$ is the right morphism.

That

is a pullback is equivalent to having the pullbacks (1) together with (9), (10), (11) and (12).

For id $: \mathbb{A} \longrightarrow \mathbb{B}$ to be a lax functor it must preserve domain and codomain (13) and satisfy (14) to ensure that $\mathrm{id}^{2}$ is the right morphism. The identity comparison is given by $\tau$ of (17) and the composition comparison by $\mu$ of (18).

Similarly $m: \mathbb{C} \longrightarrow \mathbb{B}$ is a lax functor if and only if it satisfies (15) and (16) with the laxity morphisms given by $\delta(19)$ and $\chi(20)$.

With the structural isomorphisms $\kappa, \lambda, \rho$ of $\mathbb{C} \Longrightarrow \mathbb{B} \rightleftarrows \mathbb{A}$ we see that the data and functor commutativities for a vertical intercategory and a double pseudocategory in $\mathcal{C}$ at are the same ((1)-(20)). The equations on the natural transformations also correspond.

The coherence conditions for id are: associativity (21), left unit law (22) and right unit law (23).

The coherence conditions for $m$ are: associativity (24), left unit law (25) and right unit law (26).

For $\kappa$ to be a transformation we need (27), (28); for $\lambda$, we need (29), (30) and for $\rho$, (31), (32).

This shows that a horizontal intercategory is the same as a double pseudocategory in $\mathcal{C}$ at. To show that a vertical intercategory is also the same is similar although the conditions correspond in a different order. We give them here for completeness.

That $D_{i}$ are strict functors correspond to (5), (9), (13), (15).
That

is a pullback corresponds to the pullbacks (2), (3), (4) and commutativities (6), (10), (14), (16).

Id is colax corresponds to (7), (11) with the structure maps $\tau$ (17) and $\delta(19)$.
$M$ is colax corresponds to (8), (12) and the structure maps $\mu(18)$ and $\chi(20)$.
The coherence conditions for Id are (28), (30), (32) and those for $M$ are (27), (29), (31).

For $\kappa^{\prime}$ to be a transformation we need (21), (24); for $\lambda^{\prime}$ we need (22), (25) and for $\rho^{\prime}$ we need (23), (26).

The following table summarizes how the four different presentations of intercategory are related.

| Object of $\mathbf{A}$ | Object of $\mathbf{A}_{0}$ | Object of $\mathbb{A}$ | Object of $\mathbb{X}_{0}$ |
| :--- | :--- | :--- | :--- |
| Transversal arrow | Morphism of $\mathbf{A}_{0}$ | Horizontal arrow of $\mathbb{A}$ | Horizontal arrow of $\mathbb{X}_{0}$ |
| Horizontal arrow | Object of $\mathbf{B}_{0}$ | Object of $\mathbb{B}$ | Vertical arrow of $\mathbb{X}_{0}$ |
| Vertical arrow | Object of $\mathbf{A}_{1}$ | Vertical arrow of $\mathbb{A}$ | Object of $\mathbb{X}_{1}$ |
| Horizontal cell | Morphism of $\mathbf{B}_{0}$ | Horizontal arrow of $\mathbb{B}$ | Double cell of $\mathbb{X}_{0}$ |
| Vertical cell | Morphism of $\mathbf{A}_{1}$ | Double cell of $\mathbb{A}$ | Horizontal arrow of $\mathbb{X}_{1}$ |
| Basic cell | Object of $\mathbf{B}_{1}$ | Vertical arrow of $\mathbb{B}$ | Vertical arrow of $\mathbb{X}_{1}$ |
| Cube | Morphism of $\mathbf{B}_{1}$ | Double cell of $\mathbb{B}$ | Double cell of $\mathbb{X}_{1}$ |

There are eight symmetries for intercategories, generated by three dualities, $\mathrm{h}, \mathrm{v}, \mathrm{tr}$, just like for double categories. As the basic unit of structure in an intercategory is the cube, one might expect 48, as we would have for triple categories. But the transversal direction is special and must be invariant, which cuts the possibilities down to 16. However, since the interchanger $\chi$ is directed, only half of these are valid symmetries. In fact there are two dual notions of intercategory: the one we are using here in which

$$
\chi: \frac{\mid}{\mid} \longrightarrow-\mid-
$$

that we will call right intercategory, and the one in which $\chi$ goes in the opposite direction called left intercategory.

The dualities are determined by what they do to the horizontal and vertical direction: - h reverses the horizontal direction while maintaining the vertical and transversal, - v reverses the vertical direction while maintaining the horizontal and transversal, - tr switches the horizontal and vertical directions and reverses the transversal. Because the interchangers are directed from a vertical composite of horizontal composites to the other way around, if we switch horizontal and vertical we must also reverse the direction of transversal arrows.
The other symmetries are combinations of these.

## 5. Coherence in the 2-dimensional notation

Apart from the interchangers $\chi, \delta, \mu, \tau$ there are the associativity and unit isomorphisms for $A$.

$$
\kappa: \alpha|(\beta \mid \gamma) \longrightarrow(\alpha \mid \beta)| \gamma, \quad \lambda: \operatorname{id}_{v}|\alpha \longrightarrow \alpha, \quad \rho: \alpha| \mathrm{id}_{w} \longrightarrow \alpha
$$

and

$$
\kappa^{\prime}: \frac{\alpha}{\frac{\beta}{\gamma}} \longrightarrow \frac{\frac{\alpha}{\beta}}{\gamma}, \quad \lambda^{\prime}: \frac{\operatorname{Id}_{h}}{\alpha} \longrightarrow \alpha, \quad \rho^{\prime}: \frac{\alpha}{\operatorname{Id}_{\bar{h}}} \longrightarrow \alpha
$$

We usually omit the $\kappa$ and $\kappa^{\prime}$ (leaving them understood), but keep the left and right unit isomorphisms.

The two-dimensional notation makes the overall structure easier to understand. Conditions (1)-(16) in the definition of double pseudocategory object are all bookkeeping for domains, codomains and composable pairs, and are implicit in the geometric representation. (17)-(20) give the interchangers, whose naturality is also implicit.

Conditions (21)-(32) are as follows.


$$
\begin{gathered}
\frac{\alpha \mid \beta}{\frac{\gamma \mid \delta}{\epsilon \mid \phi}} \xrightarrow{\frac{\alpha \mid \beta}{\chi}} \frac{\alpha \mid \beta}{\left.\frac{\gamma}{\epsilon} \right\rvert\, \frac{\delta}{\phi}} \\
\left.\left.\left.\frac{\chi}{\epsilon \mid \phi}\right|_{\downarrow}\right|_{\text {(24) }}\right|_{\chi} \\
\left.\frac{\alpha}{\epsilon \mid \phi} \right\rvert\, \frac{\beta}{\delta} \\
\chi
\end{gathered}
$$


$\left.\frac{\alpha|\beta| \gamma}{\delta|\epsilon| \phi} \xrightarrow{\chi} \frac{\alpha \mid \beta}{\delta \mid \epsilon} \right\rvert\, \frac{\gamma}{\phi}$

(27) $\left.\frac{\alpha}{\delta}\left|\frac{\beta \mid \gamma}{\epsilon \mid \phi} \underset{\left.\frac{\alpha}{\delta} \right\rvert\, \chi}{ } \frac{\alpha}{\delta}\right| \frac{\beta}{\epsilon} \right\rvert\, \frac{\gamma}{\phi}$


$$
\mathrm{Id}_{h \mid k}\left|\mathrm{Id}_{l} \xrightarrow[\delta \mid \mathrm{Id}_{l}]{ } \mathrm{Id}_{h}\right| \mathrm{Id}_{k} \mid \mathrm{Id}_{l}
$$


$\left.\frac{\alpha \mid \mathrm{id}_{w}}{\beta \mid \mathrm{id}_{\bar{w}}} \xrightarrow{\chi} \frac{\alpha}{\beta} \right\rvert\, \frac{\mathrm{id}_{w}}{\mathrm{id}_{\bar{w}}}$


## 6. Morphisms

As mentioned in Section 3, by considering intercategories as pseudo-category objects in $\mathcal{L} x \mathcal{D} b l$ we get two notions of morphism between them corresponding to internal lax and colax functors. As we see below, we also get cells relating them. We get a similar situation looking at pseudocategories in $\mathcal{C} x \mathcal{D} b l$. We are now in a position to analyze this further.

First, we generalize our double category $\mathbb{D b l}$ of [9].
6.1. Theorem. For any 2 -category $\mathcal{A}$ we get a strict double category $\mathbb{P} s \mathbb{C a t}(\mathcal{A})$, whose objects are pseudo-category objects in $\mathcal{A}$, with lax functors as horizontal arrows and colax functors as vertical ones and suitable double cells.

Proof. It is clear that we have a strictly associative and unitary composition of lax functors, and colax ones too.

We must define double cells, which is just a question of expressing the definition of [9] diagramatically. A double cell $\pi$ has a boundary

with $\mathbf{A}, \mathbf{B}, \mathbf{C}, \mathbf{D}$ pseudocategories in $\mathcal{A}, F, G$ lax functors and $U, V$ colax functors. A consists, in part, of objects and arrows

$$
A_{2} \underset{p_{2}}{\stackrel{p_{1}}{\rightleftarrows}} A_{1} \stackrel{\partial_{0}}{\underset{\partial_{1}}{\rightleftarrows}} A_{0}
$$

and similarly for $\mathbf{B}, \mathbf{C}, \mathbf{D}$. Similarly $F$ consists of arrows

commuting with $\partial_{0}, \partial_{1}$ (so $F_{2}$ is determined by $F_{0}$ and $F_{1}$ ). As in [9] we denote the laxity cells by $\underline{F}$, or more explicitly


Similar notation applies to $G, U, V$. The cell $\pi$ then consists of three cells, $\pi_{0}, \pi_{1}, \pi_{2}$

which preserve domains and codomains (so $\pi_{2}$ is determined by $\pi_{0}$ and $\pi_{1}$ ) and satisfy

where the transversal arrows are id's for $i=0$ and $m$ 's for $i=2$. The $\pi_{i}$ can be pasted horizontally and vertically and associativity, unit laws and interchange hold strictly. Note that the above conditions are commutative cubes of 2-cells whose front is $\pi_{1}$ and back $\pi_{0}$ and $\pi_{2}$ respectively. So they may be pasted horizontally and vertically as well, and the pasted $\pi$ 's still satisfy these conditions.

What this gives us when applied to the 2-category $\mathcal{L} x \mathcal{D} b l$ are two kinds of morphism of intercategory and a corresponding notion of double cell. We can also apply it to the 2-category $\mathcal{C} x \mathcal{D} b l$ to get the same kind of thing. To see how they are related we must express them in more elementary terms. First let's examine lax functors

of pseudo-category objects in $\mathcal{L} x \mathcal{D} b l$. $F, G, H$ are lax functors as they come from $\mathcal{L} x \mathcal{D} b l$ but we also have laxity transformations

and

$F$ is given by functors $F_{i}: \mathbf{A}_{i} \longrightarrow \overline{\mathbf{A}}_{i}, i=0,1,2$ and the same for $G$ and $H$, and all domains and codomains are preserved. Let's denote the corresponding morphism of intercategories by $\Phi: \mathrm{A} \longrightarrow \overline{\mathrm{A}}$.

Thus $\Phi$ takes objects of $A$ to objects of $\bar{A}$ and transversal arrows to transversal arrows, given by $F_{0}$. It takes vertical arrows and vertical cells to similar ones in $\overline{\mathrm{A}}$, given by $F_{1}$. Similarly it takes horizontal arrows and cells to the same kind in $\overline{\mathrm{A}}$ (given by $G_{0}$ ) and basic cells and cubes to like ones in $\overline{\mathrm{A}}$ (given by $G_{1}$ ). All domains and codomains are respected, as illustrated by


Transversal composition (of arrows, horizontal and vertical cells) is preserved strictly. For vertical composition we are given comparison cells, coming from $F$ and $G$. For an object $A$, a vertical cell

and for a horizontal arrow $a: A \longrightarrow A^{\prime}$ a cube


Following our simplified notation of Section 4, we write both of these as

$$
\begin{equation*}
\phi_{v}: \mathrm{Id}_{\Phi} \longrightarrow \Phi(\mathrm{Id}) . \tag{1}
\end{equation*}
$$

For vertical arrows $A \xrightarrow{v} \bar{A} \xrightarrow{\bar{v}} \tilde{A}$ we are given vertical cells

and for basic cells

we are given cubes


We denote this by

$$
\begin{equation*}
\phi_{v}: \frac{\Phi \alpha}{\Phi \bar{\alpha}} \longrightarrow \Phi\left(\frac{\alpha}{\bar{\alpha}}\right) \tag{2}
\end{equation*}
$$

The transformation $\underline{F}:(\mathrm{id}) F \longrightarrow G(\mathrm{id})$ is given by assigning to each object $A$ of A a
horizontal arrow $F(A): \operatorname{id}_{F A} \longrightarrow G\left(\mathrm{id}_{A}\right)$ of $\overline{\mathbb{B}}$, i.e. to each object of A a horizontal cell

and to each vertical arrow of $\mathbb{A}$ a corresponding cell of $\overline{\mathbb{B}}$, i.e. for each vertical arrow $A \xrightarrow{v} A^{\prime}$ of A a cube


We denote both of these by

$$
\begin{equation*}
\phi_{h}: \mathrm{id}_{\Phi} \longrightarrow \Phi(\mathrm{id}) \tag{3}
\end{equation*}
$$

Similarly the transformation $\underline{H}: m H \longrightarrow G m$ is given by

$$
\begin{equation*}
\phi_{h}: \Phi \alpha \mid \Phi \beta \longrightarrow \Phi(\alpha \mid \beta) . \tag{4}
\end{equation*}
$$

The transformations (1)-(4) have to satisfy the following conditions.
First, vertical laxity (laxity of $F$ and $G$ )



Next, horizontal laxity (laxity of $\underline{F}, \underline{H}$ )


Finally, vertical/horizontal compatibility ( $\underline{F}, \underline{H}$ horizontal transformations)



The data (1)-(4) satisfying conditions (5)-(14) is a complete description of what we call lax-lax morphisms of intercategories. They compose in the obvious way and the unit laws and associativity hold strictly. This is because composition comes from the transversal structure.

If, instead, we consider colax morphisms, still between pseudocategories in $\mathcal{L} x \mathcal{D} b l$, then the $F, G, H$ above are still lax functors, but now the transformations $\underline{F}$ and $\underline{H}$ go in the opposite direction. This means that the transformations $\phi_{v}$ of (1) and (2) remain the same whereas the $\phi_{h}$ of (3) and (4) are in the opposite direction. Examining conditions (5)-(14) we see that (5)-(7) are unchanged but in (8)-(14) the reversal of $\phi_{h}$ produces a new commutative diagram of a similar sort. We call this sort of morphism colax-lax.

We can now give an explicit description of the cells $\pi$ introduced in Theorem 6.1. Consider a diagram of intercategories

where $\Phi$ and $\Psi$ are lax-lax and $\Sigma$ and $\Theta$ colax-lax. A cell $\pi$ as above consists of: - for every object $A$ of A , a transversal arrow in D

$$
\begin{equation*}
\pi A: \Theta \Phi A \longrightarrow \Psi \Sigma A \tag{1}
\end{equation*}
$$

- for every vertical arrow $v: A \longrightarrow \bar{A}$ of A , a vertical cell in D


$$
\begin{equation*}
\pi v: \Theta \Phi v \longrightarrow \Psi \Sigma v \tag{2}
\end{equation*}
$$

- for every horizontal arrow $f: A \longrightarrow A^{\prime}$ of A a horizontal cell in D

$$
\begin{align*}
& \Theta \Phi A \xrightarrow[\ominus]{\Theta \Phi f} \Theta \Phi \Phi A^{\prime} \\
& \pi f: \Theta \Phi f \longrightarrow \Psi \Sigma f \tag{3}
\end{align*}
$$

- for every basic cell

a cube $\pi \alpha$ in D

(1)-(4) set up the structure of $\pi$ and make the domains and codomains explicit, which are just as one would expect. We give the equations that $\pi$ must satisfy only at the highest level with the understanding that they imply corresponding ones lower down so as to make the domains and codomains work.

There are two groups of equations. The first expressing that $\pi$ is made up of 2-cells in $\mathcal{L} x \mathcal{D} b l$.


The second group expressing that $\pi$ is a cell as in Theorem 6.1.


Horizontal and vertical composition comes from the pasting of cubes, as explained in Theorem 6.1, and is defined in terms of transversal composition. For cells


$$
\begin{aligned}
\left(\pi \mid \pi^{\prime}\right)(\alpha) & =\left(\Theta^{\prime} \Phi^{\prime} \Phi \alpha \xrightarrow{\pi^{\prime} \Phi \alpha} \Psi^{\prime} \Theta \Phi \alpha \xrightarrow{\Psi^{\prime} \pi \alpha} \Psi^{\prime} \Psi \Sigma \alpha\right)=\left(\Psi^{\prime} \pi \alpha\right)\left(\pi^{\prime} \Phi \alpha\right) \\
\frac{\pi}{\bar{\pi}}(\alpha) & =(\bar{\Theta} \Theta \Phi \alpha \xrightarrow{\bar{\Theta} \pi \alpha} \bar{\Theta} \Psi \Sigma \alpha \xrightarrow{\bar{\pi} \Sigma \alpha} \bar{\Psi} \bar{\Sigma} \Sigma \alpha)=(\bar{\pi} \Sigma \alpha)(\bar{\Theta} \pi \alpha)
\end{aligned}
$$

We have just described the double category $\operatorname{Ps} \mathbb{C}$ at $(\mathcal{L} x \mathcal{D} b l)$. We can now do the same for $\mathbb{P}_{s} \mathbb{C a t}(\mathcal{C} x \mathcal{D} b l)$ keeping in mind the identification of pseudocategories in $\mathcal{L} x \mathcal{D} b l$ with pseudocategories in $\mathcal{C} x \mathcal{D} b l$.

An internal lax functor is, in part, a diagram

where the $T_{i}$ are colax functors of double categories. So $T_{0}$, for example, comes with comparison cells

$$
T_{0}(x \cdot \bar{x}) \longrightarrow T_{0} x \cdot T_{0} \bar{x}, \quad T_{0}(\mathrm{id}) \longrightarrow \mathrm{id}_{T_{0}},
$$

where $x$ and $\bar{x}$ are vertical arrows of $\mathbb{X}_{0}$. Now, when an intercategory A is considered as a pseudo-category in $\mathcal{C} x \mathcal{D} b l$ as above, the vertical arrows of $\mathbb{X}_{0}$ are the horizontal arrows of $A$. It will follow then that if a morphism of intercategories is represented as a diagram in $\mathcal{C} x \mathcal{D} b l$ it will be horizontally colax. If we further have cells

to give us an internal lax functor, we get comparisons for vertical identities and composition at the intercategory level. That is, a lax functor of pseudocategories in $\mathcal{C} x \mathcal{D} b l$ gives a colax-lax morphism of intercategories. This is the same as a colax functor of pseudocategories in $\mathcal{L} x \mathcal{D} b l$.

We summarize this discussion in the following.
6.2. Theorem. Under the identifications of Theorem 4.1, colax-lax morphisms correspond to either internal colax functors between pseudocategories in $\mathcal{L} x \mathcal{D} b l$ or internal lax functors between pseudocategories in $\mathcal{C} x \mathcal{D} b l$.

On the other hand, if we consider colax functors between pseudocategories in $\mathcal{C} x \mathcal{D} b l$ we get something new, a colax-colax functor of intercategories.

We also have cells

where $\Phi$ and $\Psi$ are colax-lax and $\Sigma$ and $\Theta$ are colax-colax. For a basic cell $\alpha$ in A

$$
\pi \alpha: \Theta \Phi \alpha \longrightarrow \Psi \Sigma \alpha
$$

REMARK: The notion of a lax-colax morphism of intercategories (horizontally lax and vertically colax) doesn't come up and in fact the vertical/horizontal compatibility conditions (11)-(14) don't make sense in this case. For example, (14) would look like


To sum up what we have so far, there are three kinds of morphisms of intercategories, lax-lax, colax-lax, and colax-colax and there are two kinds of cells relating the lax-lax with colax-lax and the colax-lax with colax-colax. These cells give us two strict double categories of intercategories. Furthermore, these double categories have the colax-lax morphisms in common. This suggests that we might have an intercategory of intercategories with the colax-lax morphisms as transversal. In fact it is much better: we have a strict triple category.

In order to complete the construction we first have to define double cells relating laxlax functors with colax-colax ones. Let $\Phi$ and $\Psi$ be lax-lax and $\Sigma$ and $\Theta$ colax-colax. A double cell

consists of the same data (1)-(4) as above, satisfying the conditions

as well as conditions (7) and (8) above.
Such cells compose horizontally and vertically in the same way as the cells for the lax-lax, colax-lax case. The data is the same, the conditions (7) and (8) are the same and $\left(5^{\prime}\right)$ and (6') are the same as the corresponding ones in the colax-lax, colax-colax case. In fact the conditions (5) and (6) and the conditions (7) and (8) are independent, the former referring only to the vertical structure and the latter to the horizontal. This gives us a strict double category which will comprise the basic cells of our triple category.
6.3. Theorem. There is a strict triple category ICat whose objects are intercategories, with colax-lax morphisms as transversal arrows, lax-lax morphisms as horizontal arrows, colax-colax morphisms as vertical arrows, with the three kinds of double cells defined above and with commuting cubes as triple cells.

Proof. We must say what is meant by a commuting cube. Consider a cube of cells with back and front as shown


The data for the cells is given by

$$
\begin{gathered}
\pi \alpha: \Theta \Phi \alpha \longrightarrow \Psi \Sigma \alpha, \\
\pi^{\prime} \alpha^{\prime}: \Theta^{\prime} \Phi^{\prime} \alpha^{\prime} \longrightarrow \Psi^{\prime} \Sigma^{\prime} \alpha^{\prime}, \\
\kappa \alpha: K^{\prime} \Phi \alpha \longrightarrow \Phi^{\prime} K \alpha, \\
\bar{\kappa} \gamma: L^{\prime} \Psi \gamma \longrightarrow \Psi^{\prime} L \gamma, \\
\lambda \alpha: \Sigma^{\prime} K \alpha \longrightarrow L \Sigma \alpha, \\
\bar{\lambda} \beta: \Theta^{\prime} K^{\prime} \beta \longrightarrow L^{\prime} \Theta \beta .
\end{gathered}
$$

Commutativity means that for every $\alpha$

commutes. That commuting cubes paste in all three directions is a straightforward, if long, calculation which we omit.

## 7. Pseudocategories in a double category

Theorem 4.1 asserts that double pseudocategories in $\mathcal{C A} \mathcal{T}$, horizontal intercategories and vertical intercategories are the same but it later turns out that the morphisms are not. Double pseudocategories have three variants of morphism, lax-lax, colax-lax and colaxcolax whereas horizontal (resp. vertical) only have two variants of morphism, lax-lax and colax-lax (resp. colax-lax and colax-colax). We should then conclude that categorically the structures are not the same: if they were we should be able to recover the third variant. If we concentrate on the presentation in $\mathcal{L} x \mathcal{D} b l$, the reason for this discrepancy is that this 2-category is only the horizontal part of $\mathbb{D b l}$, while the third kind of morphism is a double category construct.

We want thus to define a horizontal intercategory in the double category $\mathbb{D} b l$. First, we need one more concept.
7.1. Definition. A cell

in $\mathbb{D b l}$ is (horizontally) strict if $F$ and $G$ are strict functors and $\sigma$ is a horizontal identity on objects and vertical arrows of $\mathbb{A}$, i.e. $V F=G U$.
7.2. Proposition. The horizontal (resp. vertical) composite of strict cells is again strict.
7.3. Proposition. Let

be strict cells in $\mathbb{D b l}$. Then there exist unique $U \times_{V} U^{\prime}: \mathbb{A} \times_{\mathbb{B}} \mathbb{A}^{\prime} \longrightarrow \mathbb{C} \times_{\mathbb{D}} \mathbb{C}^{\prime}$ and strict cells


## Further


is a pullback in $\mathbf{D b l}_{1}$, the category whose objects are colax functors and whose morphisms are arbitrary cells in $\mathbb{D} b l$.

Proof. (Sketch) As $\pi_{1}$ and $\pi_{2}$ are to be strict, $U \times_{V} U^{\prime}$ has to be given by

$$
U \times_{V} U^{\prime}\left(A, A^{\prime}\right)=\left(U A, U^{\prime} A^{\prime}\right)
$$

with similar definitions for arrows, cells, and the colaxity structural cells, i.e. everything happens at the set-theoretical level. The universal property is also like that: it is simply a question of writing it out.

Let $S C(\mathbb{D} b l)$ be the double category of strict horizontal cospans in $\mathbb{D} b l$. The objects are cospans

$$
\mathbb{A} \stackrel{F}{\longrightarrow} \mathbb{B} \stackrel{F^{\prime}}{\leftrightarrows} \mathbb{A}^{\prime}
$$

of strict functors (considered as horizontal morphisms of $\mathbb{D b l}$ ). The horizontal morphisms are commutative diagrams

of horizontal morphisms of $\mathbb{D} b l$, i.e. $G, H, G^{\prime}$ are lax functors. The vertical morphisms are strict cells

i.e. $U, V, U^{\prime}$ are colax functors and the diagram commutes. A cell consists of three arbitrary
cells

making

commute, i.e. $\sigma_{2} \alpha=\beta \sigma_{1}$ and $\sigma_{2}^{\prime} \alpha^{\prime}=\beta \sigma_{1}^{\prime}$.
The following result follows immediately from the description given above. We use the same convention regarding subscripts as in Section 3.
7.4. Proposition. Pullback extends to a strict functor of double categories $S C(\mathbb{D b l}) \longrightarrow \mathbb{D} b l$.
7.5. Definition. Let $\mathrm{A}=\mathbb{A}_{2} \Longrightarrow \mathbb{A}_{1} \rightleftarrows \mathbb{A}_{0}$ and $\mathrm{B}=\mathbb{B}_{2} \Longrightarrow \mathbb{B}_{1} \rightleftarrows \mathbb{B}_{0}$ be horizontal intercategories. A vertical morphism $\mathrm{U}: \mathrm{A} \longrightarrow \mathrm{B}$ consists of
(1) vertical arrows (colax functors) $U_{i}: \mathbb{A}_{i} \longrightarrow \mathbb{B}_{i}$
(2) strict cells

and
(3) arbitrary cells

satisfying

7.6. Proposition. A vertical morphism of horizontal intercategories is the same as a colax-colax morphism of double pseudocategories.
Proof. (Sketch) We simply point out where the structural morphisms (dual of (1)-(4) in Section 6) come from and which can be seen to go in the right directions. We omit the routine verification of (the dual) conditions (5)-(14).

Because $U_{2}$ is colax, we get

$$
U\left(\operatorname{Id}_{f}\right) \longrightarrow \operatorname{Id}_{U f} \text { and } U\left(\frac{\alpha}{\bar{\alpha}}\right) \longrightarrow \frac{U \alpha}{U \bar{\alpha}}
$$

The cells $\eta$ and $\mu$ give

$$
\eta_{v}: U\left(\mathrm{id}_{v}\right) \longrightarrow \mathrm{id}_{U v} \text { and } \mu_{\alpha, \beta}: U(\alpha \mid \beta) \longrightarrow U \alpha \mid U \beta .
$$

We can also define double cells between horizontal lax (resp. horizontal colax) and vertical morphisms. (Cells between horizontal lax and horizontal colax have already been studied in Section 3.) Let $F$ and $G$ be horizontal lax morphisms, and $U$ and $V$ vertical morphisms as in


A cell $\pi$ as above consists of three cells

preserved by domain and codomain (so $\pi_{2}$ is determined by $\pi_{0}$ and $\pi_{1}$ )

and respecting the structural elements of the morphisms in question



It is routine to check that these cells compose horizontally and vertically giving a strict double category structure.

We leave it to the reader to formulate the similar notion of cell between horizontal colax and vertical morphisms.

Finally, we define cubes


There is at most one and there is one if and only if the cube commutes. Each of the faces consists of three cells and to say that the cube commutes means that for $i=0,1,2$ we have


In this way we get a strict triple category HICat whose objects are horizontal pseudocategories in $\mathbb{D}$ bl. The transversal morphisms are the horizontal colax morphisms, the horizontal morphisms of HICat are the horizontal lax morphisms and the vertical morphisms are what we have just called vertical. The cells and cubes are as defined above.

There is a similar construction giving a strict triple category VICat of vertical pseudocategories in $\mathbb{D} b l$.

The following theorem expresses that our three presentations of intercategory produce the same structure.
7.7. Theorem. The triple categories $\mathrm{ICat}, \mathrm{HICat}$ and VICat are isomorphic.
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