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ABSTRACT. For a relative exact homological category \((\mathcal{C}, \mathcal{E})\), we define relative points over an arbitrary object in \(\mathcal{C}\), and show that they form an exact homological category. In particular, it follows that the full subcategory of nilpotent objects in an exact homological category is an exact homological category. These nilpotent objects are defined with respect to a Birkhoff subcategory in \(\mathcal{C}\) as defined by T. Everaert and T. Van der Linden [9]. In addition, we introduce relative internal actions and show that, just as in the classical case, there is an equivalence of categories between the category of relative points over an object and the category of relative internal actions for the same object.

1. Introduction

It is well known that every surjection of groups \(p : E \to B\) has its domain bijective (as a set) to the product \(\text{Ker}(p) \times B\). This fact eventually leads to the fact that every split extension \(p\) together with a chosen splitting \(s\) determines and is determined up to isomorphism (via a semi-direct product) by an action of \(B\) on \(\text{Ker}(p)\). D. Bourn and G. Janelidze showed in [5] how this fact can be understood categorically for groups and more generally for a semi-abelian category [14]. In order to understand this, let us first recall some terminology. For each object \(B\) in \(\mathcal{C}\), following D. Bourn [4], we denote by \(\text{Pt}_B(\mathcal{C})\) the category defined as follows: the objects are triples \((A, \alpha, \beta)\), where \(A\) is an object in \(\mathcal{C}\), and \(\alpha : A \to B\) and \(\beta : B \to A\) are morphisms in \(\mathcal{C}\) such that \(\alpha \beta = 1_B\); a morphism \(f : (A, \alpha, \beta) \to (A', \alpha', \beta')\) in \(\text{Pt}_B(\mathcal{C})\) is a morphism \(f : A \to A'\) in \(\mathcal{C}\) such that \(f \beta = \beta'\) and \(\alpha' f = \alpha\). When \(\mathcal{C}\) has pullbacks of split epimorphisms along arbitrary morphisms, each morphism \(p : E \to B\) determines a functor \(\text{Pt}_B(\mathcal{C}) \to \text{Pt}_E(\mathcal{C})\) which is usually denoted \(p^*\) and is defined on objects by \(p^*(A, \alpha, \beta) = (E \times_B A, \pi_1, \langle 1, \beta p \rangle)\) where \((E \times_A A, \pi_1, \pi_2)\) is a pullback of \(\alpha\) and \(p\). In [5] D. Bourn and G. Janelidze called a category with pullbacks of split epimorphisms along arbitrary morphisms a category with semi-direct products when for each \(p\) in \(\mathcal{C}\) the pullback functor \(p^* : \text{Pt}_B(\mathcal{C}) \to \text{Pt}_E(\mathcal{C})\) is monadic. Theorem 3.4 (b) of [5] implies that every semi-abelian category has semi-direct products. In particular this means that for each \(B\) in the category of groups the pullback...
functor along $0 \to B$ (usually called a kernel functor) is monadic and the algebras over this monad turn out to be equivalent to group actions. The monads obtained from kernel functors have been studied further (see e.g. [2] [3]).

Relative homological / semi-abelian categories were introduced by the second author in [16, 17] as a generalization of homological [1] / semi-abelian categories. A relative homological / semi-abelian category consists of a pair $(C, E)$ where $C$ is a category and $E$ is a chosen class of regular epimorphisms in $C$ with conditions imposed on both $C$ and $E$. These conditions are such that:

(a) if $E$ is the class of all regular epimorphisms in $C$, then $C$ is a homological / semi-abelian category;

(b) if $E$ is the class of all isomorphisms in $C$, then these conditions reduce to requiring that $C$ be finitely complete and has certain colimits.

As explained in [16] the idea of replacing a category with a pair consisting of a category and a chosen class of regular epimorphisms goes back to N. Yoneda [24], whose notion of a quasi-abelian category generalizes the notion of an abelian category. A quasi-abelian category can be defined as pair $(C, E)$, where $C$ is an additive category and $E$ is a class of regular epimorphisms satisfying certain properties. These conditions are such that if $E$ is the class of all regular epimorphisms in $C$, then $C$ is an abelian category.

In Section 2 for a pair $(C, E)$ where $C$ is a finitely complete category and $E$ is a class of regular epimorphisms in $C$ containing all isomorphisms, we define the category of relative points over an arbitrary object from $C$. We show that if $(C, E)$ is relative exact homological then each category of relative points is exact homological (see Theorem 2.13). The second author has shown [18] that if $C$ is a pointed exact Mal’tsev category with cokernels and $E$ is the class of all composites of central extensions in the sense of [12] defined with respect to an adjunction between a semi-abelian Birkhoff subcategory of $C$ and $C$, then the pair $(C, E)$ is relative semi-abelian. This means that each category of relative points defined with respect to such a pair $(C, E)$ is homological, and in particular, as explained in Example 2.15 that the category of nilpotent objects, as defined by T. Everaert and T. Van der Linden in [9] (see also [6]), is homological.

In Section 3 we define an additional condition (Condition 3.1) that a pair $(C, E)$ may satisfy. For a relative semi-abelian category $(C, E)$ satisfying Condition 3.1 such that $C$ has pushouts we show that each category of relative points is semi-abelian (see Theorem 3.11) and that each pullback functor between relative points is monadic (see Theorem 3.17).

Finally in Section 4 we give many examples of relative semi-abelian categories satisfying Condition 3.1.

2. Relative points

Throughout this paper we assume that $(C, E)$ is a pair where $C$ is a pointed finitely complete category and $E$ is a class of regular epimorphisms in $C$ containing all isomorphisms.
Consider the following conditions on \((C, E)\):

2.1. Condition.

(a) The class \(E\) is closed under composition;

(b) If \(f \in E\) and \(gf \in E\) then \(g \in E\);

(c) The class \(E\) is pullback stable;

(d) If a morphism \(f\) in \(C\) factors as \(f = em\) in which \(e\) is in \(E\) and \(m\) is a monomorphism, then it also factors (essentially uniquely) as \(f = m'e'\) in which \(m'\) is a monomorphism and \(e'\) is in \(E\);

(e) The \(E\)-Short Five Lemma holds in \(C\). That is, for each commutative diagram

\[
\begin{array}{ccc}
K & \xrightarrow{k} & A & \xrightarrow{f} & B \\
\| & & \| & & \\
K & \xrightarrow{k'} & A' & \xrightarrow{f'} & B,
\end{array}
\]

if \(k = \ker(f)\), \(k' = \ker(f')\), and \(f\) and \(f'\) are in \(E\), then \(w\) is an isomorphism;

(f) Every equivalence \(E\)-relation in \(C\) is \(E\)-effective. That is, every equivalence relation \((R, r_1, r_2) : A \to A\) with \(r_1 : R \to A\) and \(r_2 : R \to A\) in \(E\), is the kernel pair of some morphism \(f : A \to B\) in \(E\).

The following two lemmas should be compared to Lemma 2.3 in [18]:

2.2. Lemma. If \((C, E)\) satisfies Conditions 2.1(c) and 2.1(d), then for any composable pair of morphisms \(f\) and \(g\) in \(C\), such that the composite \(gf\) is in \(E\), the morphism \(f\) factors as \(me\) where \(e\) is in \(E\) and \(m\) a monomorphism.

Proof. Let \(f : A \to B\) and \(g : B \to C\) be morphisms in \(C\) such that \(gf\) is in \(E\). Consider the diagram

\[
\begin{array}{ccc}
A & \xrightarrow{e} & S \\
\downarrow{(1_A, f)} & & \downarrow{m} \\
A \times_C B & \xrightarrow{\pi_2} & B \\
\downarrow{\pi_1} & & \downarrow{g} \\
A & \xrightarrow{gf} & C,
\end{array}
\]

in which the lower square is a pullback. Since \(gf\) is in \(E\), \(\pi_2\) is also in \(E\) by Condition 2.1(c), and therefore by Condition 2.1(d) we obtain the factorization \(\pi_2(1_A, f) = me\) where \(e\) in \(E\) and \(m\) is a monomorphism. \(\blacksquare\)
The following lemma immediately follows from Lemma 2.2.

2.3. Lemma. If \((C, E)\) satisfies Conditions 2.1(a), 2.1(c) and 2.1(d), then for any composable pair of morphisms \(f\) and \(g\) in \(C\), such that \(f\) is an extremal epimorphism and the composite \(gf\) is in \(E\), the morphism \(f\) is in \(E\).

2.4. Remark. Note that Condition 2.1(a) in the above lemma could be replaced by the weaker condition that if \(f\) and \(g\) are a composable pair with \(f\) in \(E\) and \(g\) an isomorphism then \(gf\) is in \(E\).

We recall:

2.5. Definition. An arbitrary pair \((C, E)\) where \(C\) is a category and \(E\) is a class of regular epimorphism in \(C\) containing all isomorphisms is:

(A) a relative regular category if \(C\) is finitely complete and Conditions 2.1(a)-2.1(d) hold for \((C, E)\);
(B) a relative exact category if it is relative regular and Condition 2.1(f) holds for \((C, E)\);
(C) a relative homological category if it is relative regular, \(C\) is pointed with cokernels and Condition 2.1(e) holds for \((C, E)\);
(D) a relative semi-abelian category if it is relative homological, relative exact and \(C\) has finite coproducts.

For each object \(B\) in \(C\), we denote by \(\text{Pt}_B(C, E)\) the category of relative points defined as follows: the objects are triples \((A, \alpha, \beta)\) where \(A\) is an object in \(C\), \(\alpha : A \rightarrow B\) is a morphism in \(E\) and \(\beta : B \rightarrow A\) is a morphism in \(C\) such that \(\alpha \beta = 1_B\); a morphism \(f : (A, \alpha, \beta) \rightarrow (A', \alpha', \beta')\) in \(\text{Pt}_B(C, E)\) is a morphism \(f : A \rightarrow A'\) in \(C\) such that \(f \beta = \beta'\) and \(\alpha' f = \alpha\). Note that \(\text{Pt}_B(C, E)\) is a full subcategory of \(\text{Pt}_B(C)\) introduced by D. Bourn in [4].

2.6. Lemma. For each object \(B\) in \(C\), we have:

(i) \(\text{Pt}_B(C, E)\) has a zero object;
(ii) if Conditions 2.1(a) and 2.1(c) hold for \((C, E)\), then \(\text{Pt}_B(C, E)\) has binary products;
(iii) if Conditions 2.1(a) and 2.1(d) hold for \((C, E)\), then \(\text{Pt}_B(C, E)\) has equalizers.

Proof. (i): It is easy to check that since \(E\) contains all isomorphisms, \((B, 1_B, 1_B)\) is the zero object in \(\text{Pt}_B(C, E)\).

(ii): Let \((A, \alpha, \beta)\) and \((A', \alpha', \beta')\) be objects in \(\text{Pt}_B(C, E)\) and consider the pullback

\[
\begin{array}{ccc}
A \times_B A' & \longrightarrow & A' \\
\downarrow \pi_1 & & \downarrow \alpha' \\
A & \longrightarrow & B.
\end{array}
\]
Since \( E \) is pullback stable and closed under composition (Conditions 2.1(c) and 2.1(a)), the composite \( \alpha \pi_1 = \alpha' \pi_2 \) is in \( E \). Therefore, since \( \text{Pt}_B(C, E) \) is a full subcategory of \( \text{Pt}_B(C) \), the triple \((A \times_B A, \alpha \pi_1, (\beta, \beta'))\) is the product of \((A, \alpha, \beta)\) and \((A', \alpha', \beta')\) in \( \text{Pt}_B(C, E) \).

(iii): Let \( f, g : (A, \alpha, \beta) \rightarrow (A', \alpha', \beta') \) be a parallel pair of morphisms and let \( i : I \rightarrow A \) be the equalizer of \( f \) and \( g \) in \( C \). Since \( f \beta = \beta' = g \beta \), it follows that there exists a unique morphism \( \sigma : B \rightarrow I \) such that \( i \sigma = \beta \). Consider the diagram

\[
\begin{array}{ccc}
B & \xrightarrow{\sigma} & I \xrightarrow{\iota} S \\
\downarrow{\beta} & & \downarrow{m} \\
A & \xrightarrow{\alpha} & B
\end{array}
\]

where \( e \) is in \( E \), \( m \) is a monomorphism, and \( me \) is the factorization of \( \alpha i \) which exists by Condition 2.1(d). It follows that \( m \) is an isomorphism and therefore \( \alpha i = me \) is in \( E \) by Condition 2.1(a). Since \( \text{Pt}_B(C, E) \) is a full subcategory of \( \text{Pt}_B(C) \) it follows that \( i : (I, \alpha i, \sigma) \rightarrow (A, \alpha, \beta) \) is the equalizer of \( f \) and \( g \) in \( \text{Pt}_B(C, E) \).

As an immediate consequence we obtain:

2.7. Proposition. If \( (C, E) \) satisfies Conditions 2.1(a), 2.1(c) and 2.1(d), then for each object \( B \) in \( C \) the category \( \text{Pt}_B(C, E) \) is pointed and has finite limits.

2.8. Lemma. If \( (C, E) \) satisfies Conditions 2.1(a), 2.1(c), and 2.1(d), then for each object \( B \) in \( C \) the category \( \text{Pt}_B(C, E) \) has a pullback stable (regular epimorphism, monomorphism)-factorization system, where the regular epimorphisms are in \( E \).

Proof. Let \( f : (A, \alpha, \beta) \rightarrow (A', \alpha', \beta') \) be a morphism in \( \text{Pt}_B(C, E) \). Since \( \alpha'f = \alpha \) is in \( E \), it follows by Lemma 2.2 that \( f \) factors as \( me \) where \( e : A \rightarrow S \) is in \( E \) and \( m \) is a monomorphism. By Condition 2.1(d), the composite \( \alpha'm \) factors as \( m'e' \) where \( e' \) is in \( E \) and \( m' \) is a monomorphism. Since \( m'e'e\beta = \alpha'm\beta = \alpha'f\beta = \alpha\beta = 1_B \), it follows that \( m \) is an isomorphism and so \( \alpha'm = m'e' \) is in \( E \), therefore \((S, \alpha'm, e\beta)\) is in \( \text{Pt}_B(C, E) \) and \( e \) and \( m \) are morphisms in \( \text{Pt}_B(C, E) \), as required.

Since pullbacks in \( \text{Pt}_B(C, E) \), are calculated as in \( C \), pullback stability of factorizations follows directly from Condition 2.1(c).

2.9. Proposition. If \( (C, E) \) is a relative regular category, or more generally, if \( (C, E) \) satisfies Conditions 2.1(a), 2.1(c) and 2.1(d), then for each object \( B \) in \( C \) the category \( \text{Pt}_B(C, E) \) is a pointed regular category.

Proof. The proof follows directly from Proposition 2.7 and Lemma 2.8.

2.10. Proposition. If \( (C, E) \) is a relative exact category, then for each object \( B \) in \( C \) the category \( \text{Pt}_B(C, E) \) is a pointed exact category.
Proof. As follows from Proposition 2.9, in order to prove that for each object $B$ in $C$ the category $\text{Pt}_B(C, E)$ is exact, it is sufficient to show that equivalence relations in $\text{Pt}_B(C, E)$ are effective. Let $B$ be an object in $C$ and let $r_1, r_2 : (R, \rho, \sigma) \to (A, \alpha, \beta)$ be the projections of an equivalence relation in $\text{Pt}_B(C, E)$. Since each equivalence relation in $\text{Pt}_B(C, E)$ is an equivalence relation in $C$, it follows from Lemma 2.8 that $r_1$ and $r_2$ are the projections of an $E$-equivalence relation in $C$. By Condition 2.1(f), $r_1$ and $r_2$ are the kernel pair of their coequalizer $q$ in $E$. Consider the diagram

\[
\begin{array}{c}
R \xrightarrow{r_1} A \xrightarrow{q} Q \\
\downarrow \rho \quad \downarrow \alpha \quad \downarrow \delta \quad \downarrow \gamma \\
\downarrow \sigma \\
B \\
\end{array}
\]

where $\delta = q\beta$. Since $\alpha r_1 = \rho = \alpha r_2$, by the universal property of $q$ there exists a unique morphism $\gamma$ such that $\gamma q = \alpha$. Since $\gamma q = \alpha$ is in $E$, it follows from Condition 2.1(b) that $\gamma$ is in $E$, and therefore $r_1$ and $r_2$ are the kernel pair of $q$ in $\text{Pt}_B(C, E)$.

2.11. Proposition. If $(C, E)$ satisfies Conditions 2.1(a), 2.1(c), 2.1(d), and 2.1(e), then $\text{Pt}_B(C, E)$ is a homological category.

Proof. As follows from Proposition 2.9, in order to prove that for each object $B$ in $C$ the category $\text{Pt}_B(C, E)$ is homological it is sufficient to show that the Split Short Five Lemma holds in $\text{Pt}_B(C, E)$. Consider the diagram

\[
\begin{array}{c}
0 \\
\downarrow \theta \\
K \xrightarrow{k} X \xrightarrow{x} A \xrightarrow{p} Y \\
\downarrow \theta \\
K \xrightarrow{k} X \xrightarrow{x'} A' \xrightarrow{p'} Y \\
\end{array}
\]

which consists of the Split Short Five Lemma diagram in $\text{Pt}_B(C, E)$ (with some of the structural morphisms omitted), and where $k$ is the kernel of $\theta$ in $C$. It follows that $xk$ and $x'k'$ are the kernels of $p$ and $p'$ respectively, and by Lemma 2.3 that $p$ and $p'$ are in $E$. Therefore, by the $E$-Split Short Five Lemma (Condition 2.1(e)), it follows that $w$ is an isomorphism.

\[
\begin{array}{c}
0 \\
\downarrow \theta \\
K \xrightarrow{k} X \xrightarrow{x} A \xrightarrow{p} Y \\
\downarrow \theta \\
K \xrightarrow{k} X \xrightarrow{x'} A' \xrightarrow{p'} Y \\
\end{array}
\]

which consists of the Split Short Five Lemma diagram in $\text{Pt}_B(C, E)$ (with some of the structural morphisms omitted), and where $k$ is the kernel of $\theta$ in $C$. It follows that $xk$ and $x'k'$ are the kernels of $p$ and $p'$ respectively, and by Lemma 2.3 that $p$ and $p'$ are in $E$. Therefore, by the $E$-Split Short Five Lemma (Condition 2.1(e)), it follows that $w$ is an isomorphism.

\[
\begin{array}{c}
0 \\
\downarrow \theta \\
K \xrightarrow{k} X \xrightarrow{x} A \xrightarrow{p} Y \\
\downarrow \theta \\
K \xrightarrow{k} X \xrightarrow{x'} A' \xrightarrow{p'} Y \\
\end{array}
\]
As an immediate corollary we have:

2.12. Corollary. If \((C, E)\) is a relative homological category, then for each object \(B\) in \(C\) the category \(\text{Pt}_B(C, E)\) is homological.

Combining Proposition 2.10 and Corollary 2.12 we obtain:

2.13. Theorem. If \((C, E)\) is a relative exact homological category, then for each object \(B\) in \(C\) the category \(\text{Pt}_B(C, E)\) is exact homological.

2.14. Remark. Note that for each object \(B\) in \(C\) the category \(\text{Pt}_B(C, E)\) is not necessarily semi-abelian even when \((C, E)\) is relative semi-abelian. In particular, it is well known that the category of nilpotent groups does not have coproducts and therefore is not semi-abelian (see the example below).

Recall that a Birkhoff subcategory \(X\) of \(C\), is a full and replete subcategory of \(C\) which is closed under subobjects and regular quotients in \(C\).

2.15. Example. As shown in [18], if \(C\) is a pointed exact Mal’tsev category with cokernels and \(E\) is the class of composites of central extensions defined with respect to an adjunction (satisfying certain properties) between a protomodular Birkhoff subcategory of \(C\) and \(C\), then \((C, E)\) is a relative semi-abelian category. It follows from Theorem 2.13 that \(\text{Pt}_0(C, E)\), which is essentially the category of nilpotent objects in the sense of T. Everaert and T. Van der Linden [9], is exact homological. Indeed, \(\text{Pt}_0(C, E)\) is isomorphic to the full subcategory of \(C\) consisting of those objects from which the unique morphism to 0 is a composite of central extensions.

3. Relative internal actions

If \((C, E)\) satisfies Condition 2.1(c), then each morphism \(p : E \to B\) in \(C\) determines a pullback functor \(p^* : \text{Pt}_B(C, E) \to \text{Pt}_E(C, E)\) defined as follows. For each object \((A, \alpha, \beta)\) in \(\text{Pt}_B(C, E)\), form the pullback

\[
\begin{array}{ccc}
E \times_B A & \xrightarrow{\pi_2} & A \\
\downarrow \pi_1 & & \downarrow \alpha \\
E & \xrightarrow{p} & B,
\end{array}
\]

and define \(p^*(A, \alpha, \beta) = (E \times_B A, \pi_1, (1_E, \beta p))\), where \((1_E, \beta p) : E \to E \times_B A\) is the unique morphism with \(\pi_1(1_E, \beta p) = 1_E\) and \(\pi_2(1_E, \beta p) = \beta p\). For a morphism \(f : (A, \alpha, \beta) \to (A', \alpha', \beta')\) in \(\text{Pt}_B(C, E)\), define \(p^*(f)\) to be the unique morphism such that \(\pi_1 p^*(f) = 1_E \pi_1\) and \(\pi_2 p^*(f) = f \pi_2\).

Consider the following condition on \((C, E)\):
3.1. **CONDITION.** For each regular epimorphism \( f : A \to B \) in \( C \) there exists an initial factorization

\[
\begin{array}{ccc}
A & \xrightarrow{f} & B \\
\downarrow{g} & & \downarrow{e} \\
E & & \\
\end{array}
\]

where \( g \) is a regular epimorphism and \( e \) is in \( E \). That is, for each factorization

\[
\begin{array}{ccc}
A & \xrightarrow{f} & B \\
\downarrow{g'} & & \downarrow{e'} \\
E' & & \\
\end{array}
\]

where \( g' \) is a regular epimorphism and \( e' \) is in \( E \), there exists a unique morphism \( i : E \to E' \) such that \( ig = g' \) (and therefore \( e'i = e \)).

3.2. **REMARK.** Let \( C^2 \) be the category of morphisms in \( C \). Note that Condition 3.1 is equivalent to requiring that the full sub-category of \( C^2 \) with objects those morphisms which are in \( E \), is reflective in the full sub-category of \( C^2 \) with objects all regular epimorphisms in \( C \). When the underlying category considered in \( [8] \) is in addition exact, Theorem 3.7 (1) of \( [8] \) becomes a special case of Condition 3.1 where \( E \) is the class of central extensions - see \( [18] \).

3.3. **LEMMA.** Suppose \( C \) is a regular category and that \( (C, E) \) satisfies Conditions 2.1(c) and 3.1. For each pullback

\[
\begin{array}{ccc}
A & \xrightarrow{f} & B \\
\downarrow{\alpha} & & \downarrow{\beta} \\
A' & \xrightarrow{f'} & B' \\
\end{array}
\]

if \( ge = f \) and \( g'e' = f' \) are the initial factorizations as in Condition 3.1 of \( f \) and \( f' \) respectively, then there exists a unique morphism \( \epsilon \) such that the diagram

\[
\begin{array}{ccc}
A & \xrightarrow{f} & B \\
\downarrow{\alpha} & & \downarrow{\beta} \\
E & \xrightarrow{\epsilon} & \\
\downarrow{g'} & & \downarrow{e'} \\
A' & \xrightarrow{f'} & B' \\
\end{array}
\]

commutes.
Proof. Let \((E' \times_{B'} B, \pi_1, \pi_2)\) be the pullback of \(e'\) and \(\beta\). Since \(e'g'\alpha = \beta f\), there exists a unique morphism \(\tilde{g} : A \to E' \times_{B'} B\) such that \(\pi_1 \tilde{g} = g'\alpha\) and \(\pi_2 \tilde{g} = f\). We obtain the commutative diagram

![Diagram](https://example.com/diagram.png)

where \(g'\alpha = \pi_1 \tilde{g}\) is a pullback (implying that \(\tilde{g}\) is a regular epimorphism), and \(\theta\) is obtained from Condition 3.1. It follows that \(\epsilon = \pi_1 \theta\) satisfies the desired properties. \(\blacksquare\)

The data in the following proposition is similar to a Galois structure in the sense of G. Janelidze see e.g. [11].

3.4. Proposition. Let \((C', E')\) be a pair consisting of a category together with a class of morphisms contained in all regular epimorphisms and containing all isomorphisms. Suppose that \(H : C' \to C\) is a full and faithful functor with left adjoint \(I\) such that \(IH = 1_{C'}\), suppose in addition that \(H\) preserves regular epimorphisms, and \(H(E') \subset E\) and \(I(E) \subset E'\). If \(f\) is a regular epimorphism in \(C'\) whose image under \(H\) admits a factorization as in Condition 3.1, then \(f\) admits a factorization as in Condition 3.1.

Proof. Let \(f : A \to A'\) be a regular epimorphism in \(C'\) such that there exist morphisms \(g : H(A) \to E\) in \(E\) and \(e : E \to H(B)\) a regular epimorphism making the diagram

\[
\begin{array}{ccc}
H(A) & \xrightarrow{H(f)} & H(B) \\
\downarrow g & & \downarrow e \\
E & & \\
\end{array}
\]

an initial factorization of \(H(f)\). We will show that the diagram

\[
\begin{array}{ccc}
A & \xrightarrow{f} & B \\
\downarrow I(g) & & \downarrow I(e) \\
I(E) & & \\
\end{array}
\]

is an initial factorization of \(f\). Let \(u : A \to W\) be a regular epimorphism in \(C'\) and let \(v : W \to B\) be a morphism in \(E'\) such that \(f = vu\). Since \(H(f) = H(vu) = H(v)H(u)\), it
follows by the universal property of \( eg \) that there exists a unique morphism \( w : E \to H(W) \) such that \( wg = H(u) \). It follows by adjunction that there exists a unique morphism \( \tilde{w} : I(C) \to W \) such that \( \tilde{w}I(g) = u \), as required.

3.5. **Proposition.** If \( C \) is a regular category with coequalizers of equivalence relations and \( E \) is pullback stable (i.e. \( (C, E) \) satisfies Condition 2.1(c)) and pushout stable along regular epimorphisms, then Condition 3.1 is equivalent to the same condition where the first instance of “regular epimorphism” is replaced by “split epimorphism”.

**Proof.** Trivially Condition 3.1 implies the same condition where the first instance of “regular epimorphism” is replaced by “split epimorphism”. Conversely, let \( f : A \to B \) be a regular epimorphism and let \( r_1, r_2 : R \to A \) be the kernel pair of \( f \). Let \( \text{EqRel}(C) \) be the category of equivalence relations in \( C \). Choose \( E' \) to be the class of all morphisms in \( (\text{EqRel}(C) \downarrow (R, A, r_1, r_2)) \) whose underlying morphisms are in \( E \). It is easy to check that the functor \( H : (C \downarrow B) \to (\text{EqRel}(C) \downarrow (R, A, r_1, r_2)) \), sending an object to its descent data (see e.g. [15]), has a left adjoint and that this functor satisfies the requirements of the previous proposition. Since \( H(f) : H(A, f) \to H(B, 1_B) \) has underlying split epimorphisms, it follows from Lemma 3.3 that it admits an initial factorization as in Condition 3.1, and hence by Proposition 3.4 \( f \) admits an initial factorization, as required.

The following well-known result follows from the fact that pulling back along a regular epimorphism in a regular category reflects isomorphisms [19]

3.6. **Lemma.** Let \( C \) be a pointed regular category with finite limits and let

\[
\begin{array}{ccc}
K & \xrightarrow{k} & A & \xrightarrow{f} & B \\
\downarrow{u} & & \downarrow{w} & & \downarrow{w}
\end{array}
\]

\[
\begin{array}{ccc}
K' & \xrightarrow{k'} & A' & \xrightarrow{f'} & B
\end{array}
\]

be a commutative diagram in \( C \). If \( w \) is a regular epimorphism, \( k \) is the kernel of \( f \), and \( k'u = wk \) is a pullback, then \( k' \) is the kernel of \( f' \).

Recall that a subcategory of \( X \) of a category \( C \) is called extension closed if for each short exact sequence

\[
0 \longrightarrow X \longrightarrow A \longrightarrow B \longrightarrow 0
\]

in \( C \), if \( X \) and \( B \) are in \( X \), then \( A \) is also in \( X \). The conditions in the proposition below seem to be related to [13].

3.7. **Proposition.** Let \( C \) be a semi-abelian category and let

\[
\begin{array}{ccc}
C & \xrightarrow{f} & X
\end{array}
\]

be an adjunction where \( X \) is an extension closed Birkhoff subcategory of \( C \). The pair \( (C, E) \), where \( E \) is the class of all regular epimorphisms in \( C \) whose kernels are in \( X \), is a relative semi-abelian category satisfying Condition 3.1.
Proof. As shown in [17], the pair \((\mathbf{C}, \mathbf{E})\) is a relative semi-abelian category. Therefore, we only need to show that Condition 3.1 holds for \((\mathbf{C}, \mathbf{E})\). Let \(p\) be a regular epimorphism. Consider the diagram

\[
\begin{array}{c}
\text{Ker}(\eta_K) \\
\downarrow \text{ker}(\eta_K) \\
K \\
\downarrow \eta_K \\
HI(K) \\
\end{array}
\quad
\begin{array}{c}
\downarrow k \\
E \\
\downarrow \eta_K \\
HI(K) \\
\end{array}
\quad
\begin{array}{c}
\downarrow p \\
B \\
\downarrow \eta_K \\
HI(K) \\
\end{array}
\]

\[
\begin{array}{c}
\downarrow q \\
E \\
\downarrow \eta_K \\
HI(K) \\
\end{array}
\quad
\begin{array}{c}
\downarrow \eta_K \\
E \\
\downarrow \eta_K \\
HI(K) \\
\end{array}
\quad
\begin{array}{c}
\downarrow \eta_K \\
E \\
\downarrow \eta_K \\
HI(K) \\
\end{array}
\]

\[
\begin{array}{c}
\downarrow \eta_K \\
E \\
\downarrow \eta_K \\
HI(K) \\
\end{array}
\quad
\begin{array}{c}
\downarrow \eta_K \\
E \\
\downarrow \eta_K \\
HI(K) \\
\end{array}
\quad
\begin{array}{c}
\downarrow \eta_K \\
E \\
\downarrow \eta_K \\
HI(K) \\
\end{array}
\]

in which \(k\) is the kernel of \(p\), \(\eta\) is the unit of the above adjunction, \(q\) is the cokernel of \(k\), \(\eta\) is the unit of the above adjunction, \(q\) is the cokernel of \(k\), and \(\overline{p}\) is the induced unique morphism which makes the diagram commute. Note that \(\overline{p}\) is a regular epimorphism since \(p\) is. We will show that the triangle on the right of the above diagram gives the desired factorization. Let us first prove that \(\overline{p}\) is in \(\mathbf{E}\). Since \(\overline{p}\) is a regular epimorphism it suffices to prove that the kernel of \(\overline{p}\) is in the image of \(H\). Consider the diagram

\[
\begin{array}{c}
\text{Ker}(\eta_K) \\
\downarrow \text{ker}(\eta_K) \\
K \\
\downarrow \eta_K \\
HI(K) \\
\end{array}
\quad
\begin{array}{c}
\downarrow k \\
E \\
\downarrow \eta_K \\
HI(K) \\
\end{array}
\quad
\begin{array}{c}
\downarrow p \\
B \\
\downarrow \eta_K \\
HI(K) \\
\end{array}
\]

consisting of the previous diagram with the additional morphisms defined as follows:

- since \(qk\) is the kernel of \(\eta_K\) = 0, there exists a unique morphism \(j\) such that \(k\) is the kernel of \(\eta_K\) = \(\text{ker}(q)\)j;
- since \(p\) is the kernel of \(\eta_K\) = \(\text{ker}(q)\) = 0, there exists a unique morphism \(\kappa\) such that \(k\kappa\) is the kernel of \(\eta_K\), and so \(\kappa\) is the kernel of \(\eta_K\) since \(k\) is a monomorphism;
- since \(\text{coker}(\kappa)\) is the kernel of \(\eta_K\) = \(\text{coker}(\kappa)\)j = 0, there exists a unique morphism \(\lambda\) such that \(\lambda\eta_K\) is the kernel of \(\eta_K\).
- since $qk\kappa = q\ker(q) = 0$, there exists a unique morphism $m$ such that $m\coker(\kappa) = qk$.

Since $\coker(\kappa)$ and $q$ are normal epimorphisms and $C$ is a pointed protomodular category, it easily follows that the square $m\coker(\kappa) = qk$ is a pullback. Applying Lemma 3.6 to the diagram

$$
\begin{array}{ccc}
K & \xrightarrow{k} & E \xrightarrow{p} B \\
\downarrow{\coker(\kappa)} & & \downarrow{q} \\
\coker(\kappa) & \xrightarrow{m} & E
\end{array}
$$

we conclude that $m$ is the kernel of $p$. Since $\coker(\kappa)$ is a regular epimorphisms, it follows that $\lambda$ is a regular epimorphism, and therefore $\Coker(\kappa)$ is in the image of $H$. To prove that the above factorization is universal, let

$$
\begin{array}{ccc}
E & \xrightarrow{p} & B \\
\downarrow{g} & & \downarrow{h} \\
D & &
\end{array}
$$

be a factorization of $p$, where $g$ is a regular epimorphism and $h$ is in $E$. Consider the diagram

$$
\begin{array}{ccc}
& K & E \\
\downarrow{\eta_K} & \xrightarrow{\eta_K} & \downarrow{q} \\
\Coker(h) & \xrightarrow{i} & \Coker(h)
\end{array}
$$

where the morphisms $\overline{g}$ and $\tilde{i}$ are defined as follows:

- since $h\kappa g = \kappa g = 0$, there exists a unique morphism $\overline{g}$ such that $\ker(h)\overline{g} = gk$;

- since by the assumption $\Ker(h)$ is in the image of $H$, there exists a unique morphism $\tilde{i}$ (in $X$) such that $H(\tilde{i})\eta_K = \overline{g}$.

Finally, since $g\kappa\ker(\eta_K) = \ker(h)g\kappa\eta_K = \ker(h)H(\tilde{i})\eta_K\ker(\eta_K) = 0$, there exists a unique morphism $i$ such that $iq = g$, as desired.

3.8. Remark. Note that in Proposition 3.7 we only need $C$ to be a homological category with cokernels to prove that $(C, E)$ satisfies Condition 3.1. Note also that Condition (iv) of Example 3.7 in [17] holds when $C$ is an exact homological category. It follows that if we require $C$ to have cokernels and replace “semi-abelian” with “exact homological” everywhere in the statement of Proposition 3.7, then it still remains true.
3.9. **Proposition.** If \((C, E)\) satisfies Conditions 2.1(c) and 3.1, then for each object \(B\) in \(C\) the inclusion \(J_B\) of \(\text{Pt}_B(C, E)\) into \(\text{Pt}_B(C)\) has a left adjoint.

**Proof.** Let \(B\) be an object in \(C\) and let \((A, \alpha, \beta)\) be an object in \(\text{Pt}_B(C)\). It is easy to check that \(((A, \alpha, \beta), q)\), where

\[
\begin{array}{ccc}
A & \xrightarrow{\alpha} & B \\
& q\searrow & \\
& & A \xleftarrow{\beta}
\end{array}
\]

is the initial factorization of \(\alpha\) obtained from Condition 3.1 and \(\overline{\beta} = q\beta\), is the initial object in the comma category \(((A, \alpha, \beta) \downarrow J_B)\).

Since for each object \(B\) in \(C\) the category \(\text{Pt}_B(C, E)\) is a full subcategory of \(\text{Pt}_B(C)\), as an immediate corollary we obtain:

3.10. **Proposition.** If \(C\) has pushouts and \((C, E)\) satisfies Conditions 2.1(c) and 3.1, then for each object \(B\) in \(C\) the category \(\text{Pt}_B(C, E)\) has finite coproducts.

Combining Theorem 2.13 and Proposition 3.10 we obtain:

3.11. **Theorem.** If \(C\) has pushouts, \((C, E)\) is a relative semi-abelian category satisfying Condition 3.1, then for each \(B\) the category \(\text{Pt}_B(C, E)\) is semi-abelian.

Recall the following well-known result:

3.12. **Lemma.** Let \(A, X\) and \(Y\) be categories and let \(U : A \rightarrow X\), \(H : Y \rightarrow X\) and \(V : A \rightarrow Y\) be functors such that \(HV = U\). If \(H\) is fully faithful and \(U\) has a left adjoint \(F\), then \(V\) has a left adjoint \(G\) such that \(G = FH\).

**Proof.** For each \(Y\) in \(Y\) and \(A\) in \(A\), since \(H\) is fully faithful the map sending \(f : Y \rightarrow V(A)\) in \(\text{hom}(Y, V(A))\) to \(H(f)\) in \(\text{hom}(H(Y), HV(A))\) is a bijection. Therefore, the composite

\[
\text{hom}(Y, V(A)) \cong \text{hom}(H(Y), HV(A)) = \text{hom}(H(Y), U(A)) \cong \text{hom}(FH(Y), A)
\]

is a bijection natural in \(Y\) and \(A\). □

3.13. **Proposition.** Suppose \(C\) has pushouts and \((C, E)\) satisfies Condition 2.1(c). For each \(p : E \rightarrow B\) in \(C\) if the functor \(J_B\), as defined in Proposition 3.9, has a left adjoint, then the pullback functor \(p^* : \text{Pt}_B(C, E) \rightarrow \text{Pt}_E(C, E)\) has a left adjoint.

**Proof.** Let \(p : E \rightarrow B\) be a morphism in \(C\) and suppose \(J_E\) has a left adjoint. Since \(J_E\) is fully faithful and the composite of \(p^* : \text{Pt}_B(C) \rightarrow \text{Pt}_E(C)\) and \(J_B : \text{Pt}_B(C, E) \rightarrow \text{Pt}_B(C)\) has a left adjoint, it follows from Lemma 3.12 that \(p^* : \text{Pt}_B(C, E) \rightarrow \text{Pt}_E(C, E)\) has a left adjoint. □
Recall:

3.14. Lemma. Let $C$ be a regular Mal’tsev category. Each reflexive pair $\xymatrix{X \ar[r]^{x_1} & A}$ factors as

$$
\begin{array}{ccc}
X & \xymatrix{\ar[r]^{x_1} & A} & \\
& R \xymatrix{\ar[r]^{r_1} & x_2} & e \xymatrix{\ar[r] & A}\\ & & r_2
\end{array}
$$

where $e$ is a regular epimorphism and $r_1$ and $r_2$ are the projections of an equivalence relation.

Proof. Let $\xymatrix{X \ar[r]^{x_1} & A}$ be a reflexive pair and let

$$
\begin{array}{ccc}
X & \xymatrix{\ar[r]^{(x_1, x_2)} & A \times A} & \\
& R \xymitt{\ar[r]^{(r_1, r_2)} & (x_1, x_2)} & e \xymitt{\ar[r] & (x_1, x_2)}
\end{array}
$$

be the factorization of $(x_1, x_2)$ as a regular epimorphism followed by a monomorphism. It easily follows that $R \xymitt{r_1 \ar[r] & A}$ is a reflexive relation and therefore an equivalence relation since $C$ is a Mal’tsev category.

3.15. Lemma. Let $C$ be an exact Mal’tsev category and let $U : C \to D$ be a functor that preserves regular epimorphisms and finite limits. The functor $U$ preserves reflexive coequalizers.

Proof. Let $\xymitt{X \ar[r]^{x_1 \ar[r] & A}}$ be a reflexive pair and let $c : A \to C$ be the coequalizer of $x_1$ and $x_2$. By Lemma 3.14 there exists a factorization

$$
\begin{array}{ccc}
X & \xymitt{\ar[r]^{x_1 \ar[r] & A} & A} & \\
& R \xymitt{\ar[r]^{r_1 \ar[r] & x_2} & e \xymitt{\ar[r] & x_1}} & r_2
\end{array}
$$

where $e$ is a regular epimorphism and $r_1$ and $r_2$ are the projections of an equivalence relation. Since $e$ is an epimorphism it follows that $c$ is the coequalizer of $r_1$ and $r_2$, and therefore since $C$ is an exact category, $r_1$ and $r_2$ are the kernel pair of $c$. Consider the diagram

$$
\begin{array}{ccc}
U(X) & \xymitt{\ar[r]^{U(x_1 \ar[r] & A)} & A} & U(C) \\
& U(e \ar[r]^{\ar[r] & A} & U(X)} & U(e \ar[r]^{\ar[r] & U(C)} & U(R))
\end{array}
$$
Since $U$ preserves regular epimorphisms it follows that $U(e)$ and $U(c)$ are regular epimorphisms, and since $U$ preserves limits it follows that $U(r_1)$ and $U(r_2)$ are the kernel pair of $U(c)$ and so $U(c)$ is the coequalizer of $U(r_1)$ and $U(r_2)$. Therefore, since $U(e)$ is an epimorphism, it follows that $U(c)$ is the coequalizer of $U(x_1)$ and $U(x_2)$, as required.

3.16. Proposition. Let $(C, E)$ be a relative exact homological category and let $p : E \to B$ be a morphism in $C$. $p^* : \text{Pt}_B(C, E) \to \text{Pt}_E(C, E)$ is monadic if and only if it has a left adjoint.

Proof. It easily follows from Condition 2.1(e) that $p^*$ reflects isomorphisms, and, by Lemma 3.15 it follows that $p^*$ preserves reflexive coequalizers. Therefore, by Beck’s monadicity theorem, $p^*$ is monadic whenever it has a left adjoint.

Combining Propositions 3.9, 3.11, 3.13 and 3.16, we obtain:

3.17. Theorem. If $C$ has pushouts, $(C, E)$ is a relative semi-abelian category satisfying Condition 3.1, then each category of relative points is semi-abelian and each pullback functor between categories of relative points is monadic. Furthermore under these assumptions each category $\text{Pt}_B(C, E)$ is equivalent to algebras over a monad in $\text{Pt}_0(C, E)$.

4. Examples

According to Proposition 3.7 and Theorem 3.17, each Birkhoff subcategory $X$ of a semi-abelian category $C$, which is extension closed in $C$, determines a relative semi-abelian category $(C, E)$ for which every pullback functor between relative points is monadic. In this section we recall examples of extension closed Birkhoff subcategories of semi-abelian categories.

4.1. Example. Let $C$ be the category of (not necessarily unital) rings. Let $P$ be a non-empty finite set of prime numbers, for each $p \in P$ let $N(p)$ be a finite non-empty set of positive integers, and let $X_{P,N}$ be the subvariety of rings satisfying the following conditions:

1. $\left( \prod_{p \in P} p \right)x = 0$;

2. for each $p \in P$,

$$\hat{p}x \prod_{n \in N(p)} \left( x^{p^n-1} - 1 \right) = 0$$

where $\hat{p} = \prod_{q \in P, q \neq p} q$.

Note that in 2 above 1 is used only to simplify its presentation (i.e we do not assume the existence of 1). According to [10] the following are equivalent for a subvariety $X$ of $C$:

(i) the objects of $X$ form a semi-simple radical class;
(ii) the objects of $X$ form a homomorphically closed semi-simple radical class;

(iii) $X$ is extension closed in $C$;

(iv) $X$ has attainable identities in $C$;

(v) $X = X_{P,N}$ for some $P$ and $N$.

It follows that in particular Boolean rings are extension closed inside of rings and more generally that the subvarieties of rings consisting of those objects which satisfy the equation $x^n = x$ for a fixed natural number $n$ are all extension closed in rings.

4.2. Example. For pointed full subcategories $X$ and $Y$ of a pointed category $C$ a new full subcategory (containing both) can be constructed by taking those objects in $C$ which appear in an extension with kernel in $X$ and codomain in $Y$. According to the paper [20] Neumann, Neumann and Neumann and independently Smel’kin have shown that the proper subvarieties of groups under this operation form a free monoid (see [21], [22], [23]). The variety of Brouwerian semilattices has the same property [20]. It easily follows that there are no non-trivial extension closed subvarieties in both cases.

Recall that a pair $(T, F)$ of full replete subcategories of a pointed category $C$ is called a torsion theory (see e.g. [8]) if

(a) every morphism with domain in $T$ and codomain in $F$ is a zero morphism;

(b) for each object $C$ in $C$ there exists a short exact sequence

$$0 \longrightarrow T \longrightarrow C \longrightarrow F \longrightarrow 0$$

where $T$ is $T$ and $F$ is in $F$.

As mentioned in [8] the category $F$ is closed under extensions and hence is an example of such a subcategory whenever it is Birkhoff.

4.3. Example. For a semi-abelian category $C$, let us denote by $\text{Gpd}(C)$ the category of internal groupoids in $C$, and by $D : C \rightarrow \text{Gpd}(C)$ the discrete functor associating to each object $C$ the discrete equivalence relation on $C$ (considered as a groupoid). According to [7], this functor determines a torsion theory $(T, F)$ in $\text{Gpd}(C)$ where $F$ is the image of $C$ under $D$. Moreover, the category $F$ is a Birkhoff subcategory of $\text{Gpd}(C)$.
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