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A CHARACTERISATION OF THE CATEGORY OF COMPACT
HAUSDORFF SPACES

VINCENZO MARRA AND LUCA REGGIO

Abstract. We provide a characterisation of the category KH of compact Hausdorff
spaces and continuous maps by means of categorical properties only. To this aim we
introduce a notion of filtrality for coherent categories, relating certain lattices of subob-
jects to their Boolean centers. Our main result reads as follows: Up to equivalence, KH
is the unique non-trivial well-pointed pretopos which is filtral and admits all set-indexed
copowers of its terminal object.

1. Introduction

Several characterisations of the class of compact Hausdorff spaces are available in the liter-
ature. For example, de Groot’s Theorem asserts that compact Hausdorff spaces form the
only non-trivial, productive and closed-hereditary class of topological spaces which are ab-
solutely closed and preserved under closed images. See [Wattel, 1968, p. 51], and [Franklin
& Thomas, 1970] for a categorical translation of this result. The category KH of compact
Hausdorff spaces and continuous maps has been widely investigated in categorical topol-
ogy. There, the characterisation of subcategories of the category of topological spaces is
an important concern. In this direction, Herrlich and Strecker showed that KH is the
unique non-trivial full epireflective subcategory of Hausdorff spaces that is varietal in the
sense of [Linton, 1966]. See [Herrlich & Strecker, 1971], and also [Richter, 1996].

A common feature of these characterisations is that they are all relative to an ambient
class of topological spaces. To the best of our knowledge, the only abstract characterisa-
tions of the category of compact Hausdorff spaces were provided in [Richter, 1991, Richter,
1992]. For a discussion of these results, please see the end of this introduction.

Our main result, Theorem 5.1, offers a new characterisation of the category of compact
Hausdorff spaces. We prove that, up to equivalence, KH is the unique non-trivial well-
pointed (and well-powered) pretopos which admits all set-indexed copowers of its terminal
object, and satisfies a condition that we call filtrality. This latter notion makes sense in
any coherent category, and appears to be new with our paper. Filtrality asserts that every
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object is covered by one whose lattice of subobjects is isomorphic (in a canonical way) to
the lattice of filters of its Boolean center. It may be understood as stating the existence of
enough objects satisfying a form of compactness, Hausdorffness and zero-dimensionality.
The second prominent ingredient of our characterisation is the pretopos structure. A
pretopos is an exact and extensive category. While exactness is a distinguishing property
of categories of algebras, extensivity abstracts a property typical of categories of spaces.
In this sense, Theorem 5.1 hinges on the fact that KH has both a spatial and an algebraic
nature. We briefly comment on these two aspects.

The evident spatial nature of KH has proved fruitful from a duality-theoretic view-
point. Several dualities for compact Hausdorff spaces were discovered in the first half of
the last century. See, e.g., [Kakutani, 1941, Krein & Krein, 1940, Yosida, 1941]. The best-
known result probably is Gelfand-Naimark duality between compact Hausdorff spaces and
commutative unital C∗-algebras [Gelfand & Naimark, 1943]. The concept of norm, cen-
tral in the definition of C∗-algebra, is not algebraic in nature. However, Duskin showed
in 1969 that the dual of the category of compact Hausdorff spaces is monadic over the
category Set of sets and functions [Duskin, 1969, 5.15.3]. In fact, KHop is equivalent to
a variety of algebras. Although operations of finite arity do not suffice to describe any
such variety, Isbell proved that finitely many finitary operations, along with a single op-
eration of countably infinite arity, are sufficient [Isbell, 1982]. In [Marra & Reggio, 2017]
we provided a finite axiomatisation of a variety of algebras dually equivalent to KH. For
more on the axiomatisability of the dual of compact Hausdorff spaces, we refer the reader
to [Banaschewski, 1984, Rosický, 1989].

On the other hand, the category KH itself also has an algebraic nature. This was
first pointed out by Linton, who proved that the category of compact Hausdorff spaces is
varietal, hence monadic over Set [Linton, 1966, Section 5]. An explicit description of the
corresponding equational theory was later given by Manes, see [Manes, 1976, Section 1.5]
for a detailed exposition, who showed that compact Hausdorff spaces are precisely the
algebras for the ultrafilter monad on Set. This algebraic nature appears to be one of the
distinctive features of the category of compact Hausdorff spaces among the categories of
topological spaces, and was exploited by Herrlich and Strecker, and by Richter, to obtain
the aforementioned characterisations of KH.

Our characterisation of the category of compact Hausdorff spaces can be compared
to Lawvere’s Elementary Theory of the Category of Sets (ETCS), outlined in [Lawvere,
1964]. For a more detailed exposition, see [Lawvere, 2005]. Lawvere gives eight elemen-
tary axioms (in the language of categories) such that every complete and cocomplete
category satisfying these axioms is equivalent to Set. Some of his axioms appear verba-
tim in our characterisation, e.g., the existence of enough points (elements, in Lawvere’s
terminology). Where Lawvere’s characterisation and ours diverge is about the existence
of infinite “discrete” objects. While the second and third axioms of ETCS jointly imply
the existence of a natural numbers object satisfying Primitive Recursion [Lawvere, 2005,
Theorem 1], we prescribe filtrality which forbids the existence of infinite discrete objects.1

1Note that KH does admit a natural numbers object, namely the Stone-Čech compactification β(N).
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In a sense, when compared to Lawvere’s, our characterisation clarifies to what extent the
categories Set and KH are similar, and where they differ. Let us mention that Schlomiuk
adapted Lawvere’s ETCS to characterise the category of topological spaces [Schlomiuk,
1970]. However, her result does not bear a greater resemblance to ours than Lawvere’s.

The paper is structured as follows. In Section 2 we provide some background on
coherent categories, which capture a part of the structure of pretopos. It turns out that
this structure suffices for a large part of the construction leading to the main result.
In Section 3, we study the functor assigning to each object of a well-pointed coherent
category X its set of points, alias global elements. We focus on the situation where
this functor admits a lifting to the category of topological spaces, yielding a topological
representation of X. The notion of filtrality is introduced in Section 4. We use it to
prove that the topological representation of X lands in the category of compact Hausdorff
spaces. The full pretopos structure on X is considered in Section 5 to prove our main
result, Theorem 5.1, providing a characterisation of KH. The last two sections of the
paper are offered by way of an addendum. In Section 7, we characterise the category of
Stone spaces—consisting of zero-dimensional compact Hausdorff spaces and continuous
maps—in the spirit of Theorem 5.1. Finally, in Section 8, we exploit our characterisation
of KH to give a proof of the folklore result stating that the exact (equivalently, pretopos)
completion of the category of Stone spaces is KH.

We end this introduction with a discussion of Richter’s results in [Richter, 1991,
Richter, 1992] that are relevant to our paper. Of the characterisations of KH in [Richter,
1991, Corollary 4.7] and [Richter, 1992, Remark 4.7], we shall only consider the latter,
which we regard as an improvement of the former. In [Richter, 1992], the author derives
Remark 4.7 from Theorem 2.2, a more general result characterising the full subcategories
of KH which contain all the Stone-Čech compactifications of discrete spaces. Unlike
Richter’s, our main result is based on the notion of coherent category. Indeed, as noted
above, several of our intermediate results and constructions make sense in that context.
We expect this fact to play a role in future research addressing, for instance, categories of
non-Hausdorff or ordered topological spaces. More generally, a number of Richter’s ax-
ioms are, prima facie, quite different from ours. To provide some mathematical substance
to these heuristic comments, in Theorem 6.2 we offer a proof of Richter’s result from our
Theorem 5.1. The main point is to show how Richter’s axioms entail the pretopos struc-
ture. Since Richter assumes his category to have effective equivalence relations, the crux
of the matter is to deduce regularity and extensivity from Richter’s axioms. For details,
please see Section 6.

1.1. Notation. Assuming they exist, the initial and terminal objects of a category are
denoted 0 and 1, respectively. The unique morphism from an object X to 1 is ! : X → 1.
The coproduct of two objects X1, X2 is written X1 + X2. For arbitrary (set-indexed)
coproducts we use the notation

∑
i∈I Xi. A monomorphism (resp. regular epimorphism)

However, this natural numbers object is not stable under taking slice categories, thus preventing Primitive
Recursion from holding in KH. For more details, cf. [Johnstone, 2002, Section A2.5].
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from an object X to an object Y is denoted X ↪→ Y (resp. X � Y ). If S is a set, ℘(S)
is its power-set.

2. Coherent categories

We recall some basic facts about coherent categories that will be used in the remainder
of the paper. For a more thorough treatment, the reader can consult [Johnstone, 2002,
Sections A1.3, A1.4] or [Makkai & Reyes, 1977, Chapter 3].

Given an object X of a category C, the collection of all monomorphisms with codomain
X admits a pre-order ≤ defined as follows. For any two monomorphisms m1 : S1 ↪→ X
and m2 : S2 ↪→ X, set m1 ≤ m2 if, and only if, there exists a morphism S1 → S2 in C
such that the following diagram commutes.

S1 X

S2

m1

m2

We can canonically associate with this pre-order an equivalence relation ∼, by setting
m1 ∼ m2 if, and only if, m1 ≤ m2 and m2 ≤ m1. Note that m1 ∼ m2 precisely when
there is an isomorphism f : S1 → S2 satisfying m1 = f ◦ m2. A ∼-equivalence class of
monomorphisms with codomain X is called a subobject of X, and the collection of all
subobjects of X is denoted by SubX. The pre-order ≤ induces a partial order on SubX,
that we denote again by ≤. When no confusion arises, we abuse notation and denote a
subobject of X by the domain of one of its representatives.

2.1. Assumption. A priori, an object can have a proper class of subobjects, as opposed
to a set. For simplicity, throughout this paper we shall assume that all categories under
consideration are well-powered, i.e. SubX is a set for every object X in the category.

If the category C has pullbacks, then each poset of subobjects in C is a ∧-semilattice.
Just observe that, for any object X of C, the infimum in SubX of two subobjects
m1 : S1 ↪→ X and m2 : S2 ↪→ X is given by the pullback of m1 along m2 (recall that
in any category the pullback of a mono along any morphism, if it exists, is a mono). The
top element of SubX is the identity X → X. Moreover, for any morphism f : X → Y in
C, the pullback functor

f ∗ : SubY → SubX

sending a subobject m : S ↪→ Y to its pullback along f is a ∧-semilattice homomorphism
preserving the top element. Thus, whenever C is a category with pullbacks, there is a
well-defined functor

Sub: Cop → SL (1)

into the category SL of ∧-semilattices with top elements and semilattice homomorphisms
preserving the top elements, which sends a morphism f in C to f ∗. Next, we look at the
case where the pullback functors are upper (or right) adjoint.
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The image of a morphism f : X → Y in C, if it exists, is the unique subobject
m : S ↪→ Y such that:

� f factors through m;

� for any subobject m′ : S ′ ↪→ Y through which f factors, m factors through m′.

That is, the image of f is the smallest subobject of Y , in the partial order ≤ of SubY ,
through which f factors. Henceforth, we denote by ∃f (X) the image of f . In particular,
the morphism f factors as

X → ∃f (X) ↪→ Y. (2)

Moreover, there is an order-preserving function

∃f : SubX → SubY

sending a subobject m : S ↪→ X to the image of the composition f ◦m : S → Y . It is not
difficult to see that this function is lower (or left) adjoint to the pullback functor f ∗. In
symbols,

∃f a f ∗.
We say that the image ∃f (X) is pullback-stable if, for any morphism g : Z → Y , taking
the pullback of diagram (2) along g yields the image-factorisation of the pullback of f
along g.

2.2. Definition. A regular category is a category with finite limits in which every mor-
phism has a pullback-stable image.

2.3. Example. We give some examples of categories that are, or are not, regular.

� Any ∧-semilattice with top element, regarded as a category, is regular.

� Every variety of (Birkhoff) algebras is a regular category, with morphisms all the
homomorphisms. Images are the homomorphic images. In particular, the category
Set of sets and functions is regular.

� The category KH of compact Hausdorff spaces and continuous maps, and its full
subcategory Stone on the Stone spaces (i.e., zero-dimensional compact Hausdorff
spaces), are regular. Finite limits and images are liftings of those in Set. In partic-
ular, images are simply continuous images and they are stable under pullbacks.

� The category Top of topological spaces and continuous maps is not regular be-
cause images are given by regular epis, which are not stable under pullbacks. See,
e.g., [Pedicchio & Tholen, 2004, p. 180].

Every regular category admits a (regular epi, mono) factorisation system which is
stable under pullbacks. This is given by taking the factorisation of a morphism through
its image. If, in addition to the requirements for a regular category, we ask that finite joins
of subobjects exist and are preserved by the pullback functors, we arrive at the notion of
coherent category.
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2.4. Definition. A coherent category is a regular category in which every poset of sub-
objects has finite joins and, for every morphism f : X → Y , the pullback functor

f ∗ : SubY → SubX

preserves them.

2.5. Example. We give some examples of categories that are, or are not, coherent.

� Any bounded distributive lattice, regarded as a category, is coherent.

� The categories KH and Stone are coherent. The join of two subspaces is simply
their (set-theoretic) union, and is stable under pullbacks.

� Top is not regular and, a fortiori, not coherent.

� Not every variety of (Birkhoff) algebras forms a coherent category. For instance, it
will follow from Lemma 2.7 below that the category of groups and group homomor-
phisms is not coherent, because the lattice of all subgroups of a given group is not
distributive, in general.

Every coherent category admits an initial object 0 which is strict, i.e. every morphism
X → 0 is an isomorphism. This is the content of the next lemma. For a proof see,
e.g., [Johnstone, 2002, A.1.4].

2.6. Lemma. Every coherent category has a strict initial object 0. It can be defined as
the least element of Sub 1, where 1 is the terminal object.

By definition, in a coherent category C the posets of subobjects are bounded lattices
and the pullback functors are lattice homomorphisms preserving the top elements. For
every object X of C, the bottom element of SubX is the unique morphism 0 → X. It
follows at once from the previous lemma that the pullback functors preserve also bottom
elements. The lattice SubX has a further important property, namely it is distributive.
This follows essentially from the fact that the maps S∧− : SubX → SubS, for any subob-
ject m : S ↪→ X, coincide with the pullback functors m∗ and thus preserve finite suprema.
We record this fact for future reference. For a detailed proof see, e.g., [Johnstone, 2002,
Lemma A.1.4.2].

2.7. Lemma. For every object X of a coherent category C, the lattice of subobjects SubX
is distributive.

Therefore, for every coherent category C, the functor Sub: Cop → SL from (1) factors
through the forgetful functor DL→ SL, where DL is the category of bounded distributive
lattices and bounded lattice homomorphisms. Hence, we get a functor

Sub: Cop → DL .

We mention in passing that this functor is at the base of the theory of (coherent) hy-
perdoctrines, a fundamental tool in the categorical semantics of predicate logic [Lawvere,
2006].
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3. The topological representation

Let C be a category admitting a terminal object 1. Throughout, for any object X of C,
we call a morphism

1→ X

in the category C a point of X. (Thus, for example, a point x of a topological space X is
identified with the continuous map {∗} → X from the one-point space which selects x.)
Points are usually called (global) elements in category theory. Each point 1 → X is a
section of the unique morphism ! : X → 1, hence a monomorphism. It follows that every
point of X belongs to the poset of subobjects SubX. We can define a functor

pt = HomC(1,−) : C→ Set (3)

taking X to the set ptX of its points.
The aim of this section is to provide sufficient conditions on C, so that the functor

pt : C → Set lifts to a faithful functor into the category Top of topological spaces and
continuous maps, yielding a topological representation of C (cf. Theorem 3.9 below). To
achieve this aim we prepare several lemmas. In seeking a representation of the objects
of C by means of their points, it is useful to assume that the functor pt : C → Set is
faithful:

3.1. Definition. A category C admitting a terminal object 1 is well-pointed if the func-
tor pt in (3) is faithful. That is, for any two distinct morphisms f, g : X ⇒ Y in C, there
is a point p : 1→ X such that f ◦ p 6= g ◦ p.

A coherent category may have non-trivial subterminal objects, i.e. objects X 6∼= 0,1
such that the unique morphism X → 1 is monic. Such objects have no points, for
otherwise the unique morphism X → 1 would be both a monomorphism and a retraction,
whence an isomorphism.

3.2. Lemma. In a coherent category the following conditions are equivalent:

1. there are no non-trivial subterminal objects;

2. for every X 6∼= 0, the unique morphism ! : X → 1 is a regular epimorphism.

Proof. Suppose there are no non-trivial subterminal objects and consider the (regular
epi, mono) factorisation X � S ↪→ 1 of the unique morphism ! : X → 1. Then, either
S ∼= 0 or S ∼= 1. Since the initial object is strict by Lemma 2.6, if X 6∼= 0 then it must
be S ∼= 1. Therefore, the unique morphism X → 1 is a regular epi. Conversely, assume
X → 1 is a regular epimorphism whenever X 6∼= 0. If X is not initial and the unique
morphism X → 1 is monic, then X ∼= 1 (just recall that a mono which is also a regular
epi must be an isomorphism). Hence, there are no non-trivial subterminal objects.
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Since we aim to capture a classical notion of point, we should ensure that the cate-
gory at hand has no non-trivial subterminal objects. In fact, we will impose a stronger
condition: namely, that any non-initial object admits a point. The points of an object X
being exactly the sections of the unique morphism X → 1, this amounts to saying that
! : X → 1 is a retraction (hence, a regular epimorphism) whenever X 6∼= 0.

3.3. Example. Let C = BAop be the opposite of the category of Boolean algebras and
their homomorphisms. The statement that for every non-initial object X in C the unique
morphism X → 1 is a retraction is equivalent to saying that every non-trivial Boolean
algebra admits a maximal ideal. This is known as the Maximal Ideal Theorem.

Lemma 2.6 implies that in a coherent category we have 0 ∼= 1 if, and only if, any two
objects are isomorphic, i.e. the category is equivalent to the terminal category with only
one object and one morphism. Thus, if 0 ∼= 1, we say that the category is trivial. For
the remainder of the section, we work with a fixed category X satisfying the following
properties.

3.4. Assumption. The category X is a non-trivial well-pointed coherent category in
which the unique morphism X → 1 is a retraction for every X 6∼= 0.

We note in passing that, if X is an object of X such that the copower
∑

ptX 1 exists
in X, then the canonical morphism ∑

ptX

1→ X

is an epimorphism by well-pointedness of X. That is, X is an epimorphic image of the
coproduct of its points. In view of the discussion above, the next lemma is immediate.

3.5. Lemma. The functor pt : X→ Set from (3) is faithful.

Recall that an object X in a coherent category has always two (possibly non-distinct)
trivial subobjects, namely the unique morphism 0 → X and the identity X → X. If
these are the only subobjects of X, we say that X has no non-trivial subobjects. If X
is a subobject of Y , then X is an atom of SubY if, and only if, X 6∼= 0 and it has no
non-trivial subobjects.

3.6. Lemma. The following statements hold:

1. for every X in X, the atoms of the lattice SubX are precisely the points of X;

2. the functor pt : X→ Set preserves regular epis, i.e., 1 is regular projective.

Proof. For item 1, we must prove that the terminal object 1 is the unique non-initial
object of X which has no non-trivial subobjects. By Lemma 3.2, 1 has no non-trivial
subobjects. Now, suppose X is an object of X which admits no non-trivial subobjects. If
X is not initial, it has a point 1→ X. The latter is a section, whence a monomorphism.
Since 0 � 1, and X has no non-trivial subobjects, we conclude that X ∼= 1.
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For item 2, let f : X � Y be a regular epimorphism in X. If Y ∼= 0, then f is an
isomorphism by Lemma 2.6. Thus pt f is an isomorphism, whence a regular epi. If Y 6∼= 0,
let p : 1→ Y be an arbitrary point of Y . We must exhibit q ∈ ptX such that pt f(q) = p.
Consider the following pullback square.

Z 1

X Y

!

g
y

p

f

Since regular epis in X are pullback stable, ! : Z → 1 is a regular epi. Note that Z � 0,
because the unique morphism 0 → 1 is mono and 0 � 1. Therefore, Z admits a point
q′ : 1→ Z. Defining q ∈ ptX as the composition g ◦ q′ : 1→ X yields

pt f(q) = f ◦ q = f ◦ g ◦ q′ = p ◦ ! ◦ q′ = p,

as was to be shown.

Given an object X of X and a subobject S ∈ SubX, define the set

V(S) = {p : 1→ X | p factors through the subobject S ↪→ X}

of all points of X which “belong to S”. Clearly, V(S) ∼= ptS. Conversely, we would like to
be able to define a subobject of X induced by the choice of a subset of points of X. Note
that the operator V : SubX → ℘(ptX) preserves all infima existing in SubX. If the
poset of subobjects SubX is complete then V has a lower adjoint I : ℘(ptX) → SubX.
This is defined by setting, for any subset T ⊆ ptX,

I(T ) =
∧
{S ∈ SubX | each p ∈ T factors through S}.

That is, I(T ) is the smallest subobject of X which “contains (all the points in) T”. The
adjunction

℘(ptX) > SubX
I

V

induces a closure operator cX = V ◦ I on ℘(ptX). To improve readability, we omit
reference to the object X and write c instead of cX . For the next lemma, recall that a
mono-complete category is one in which every poset of subobjects is complete.

3.7. Lemma. Assume X is mono-complete. For every morphism f : X → Y in X and
every T ∈ ℘(ptX),

pt f(cT ) = c (pt f(T )).
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Proof. Fix an arbitrary T ∈ ℘(ptX). We first prove that pt f(cT ) ⊆ c (pt f(T )). Let
q ∈ pt f(cT ), i.e. q = pt f(p) for some p ∈ ptX which belongs to all the subobjects of
X which contain all the points in T . We must prove that q belongs to every subobject
of Y containing all the points of the form f ◦ p′, with p′ ∈ T . Let S be a subobject of Y
satisfying the latter property and consider the following pullback square in X.

f ∗(S) S

X Y

y

f

By the universal property of the pullback, f ∗(S) contains all the points in T . Hence
p ∈ f ∗(S). It follows that q = f ◦ p ∈ S, as was to be proved.

To show that pt f(cT ) ⊇ c (pt f(T )), suppose q ∈ c(pt f(T )). That is, q is a point
of Y which belongs to all the subobjects of Y which contain all the points of the form
pt f(p), with p ∈ T . We must prove that q ∈ pt f(cT ). Recall that

∃f (I(T )) =
∧
{S ∈ SubY | I(T ) ≤ f ∗(S)}. (4)

Now, if S is an arbitrary subobject of Y satisfying I(T ) ≤ f ∗(S), every point of T must
belong to f ∗(S). Thus, S contains every point of the form pt f(p) for p ∈ T , and so q ≤ S.
By equation (4), we have q ≤ ∃f (I(T )). To conclude, it is enough to show that

V(∃f (I(T ))) = pt f(cT ).

Let e : I(T )� ∃f (I(T )) be the canonical regular epi. Then, item 2 in Lemma 3.6 applies
to show that pt e is surjective. Therefore, V(∃f (I(T ))) = pt f(cT ).

It turns out that the closure operators c induce topologies on the sets of points of the
objects of X:

3.8. Proposition. Let X in X be such that the lattice SubX is complete. The closure
operator c on ℘(ptX) is topological, i.e. it preserves finite unions.

Proof. Recall that c = V ◦ I. The operator I preserves arbitrary joins because it is lower
adjoint. Hence, it is enough to show that V preserves finite joins. Since X is non-trivial,
V(0) = ∅. Now, let S1, S2 ∈ SubX and pick a point p ∈ ptX. The latter is an atom of
SubX by Lemma 3.6. Since SubX is a distributive lattice by Lemma 2.7, and atoms in
a distributive lattice are always join-prime, we conclude that p ≤ S1 ∨ S2 if, and only if,
either p ≤ S1 or p ≤ S2. That is, V(S1 ∨ S2) = V(S1) ∪ V(S2).

If X is mono-complete, the previous proposition entails that, for every object X of X,
the set ptX admits a topology whose closed sets are the fixed points for the operator c.
Write SpecX for the ensuing topological space and notice that this is a T1-space. For
every morphism f : X → Y in X, by the well-known characterisation of continuity in
terms of closure operators, the inclusion pt f(cT ) ⊆ c (pt f(T )) in Lemma 3.7 implies
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that pt f : SpecX → SpecY is a continuous function. Hence, setting Spec f = pt f , the
functor pt : X→ Set lifts to a functor

Spec : X→ Top (5)

into the category of topological spaces and continuous maps. Write | − | : Top→ Set for
the underlying-set functor. Because the functor pt is faithful (Lemma 3.5) and the next
diagram commutes, we conclude that Spec : X→ Top is a faithful functor.

X

Set Top

Specpt

|−|

Therefore, we have proved the following theorem.

3.9. Theorem. If X is mono-complete, the functor of points pt : X → Set lifts to a
faithful functor Spec : X→ Top.

3.10. Remark. Suppose X is mono-complete. For any morphism f : X → Y in X,
in view of the inclusion pt f(cT ) ⊇ c (pt f(T )) in Lemma 3.7, the continuous function
Spec f : SpecX → SpecY is closed. That is, it sends closed sets to closed sets.

3.11. Remark. We briefly comment on the topological representation of the category X
obtained in Proposition 3.8 and Theorem 3.9. If X = KH and X is a compact Hausdorff
space, then the operator c on℘(|X|) sends a subset T ⊆ X to the intersection of all closed
subspaces of X containing T . Just recall that subobjects in KH can be identified with
closed subspaces. Hence, c : ℘(|X|) → ℘(|X|) is the usual topological closure operator
associated with X, and the space SpecX is homeomorphic to X. A similar reasoning
applies to the case where X = Stone.

The adjunction I a V : SubX → ℘(ptX) could be set up for an arbitrary topological
space X, although the category Top does not satisfy all the conditions in Assumption 3.4.
However, the ensuing operator c would not coincide with the usual topological closure.
A first hurdle is that subobjects in Top correspond to (equivalence classes of) continu-
ous injections, which cannot always be identified with subspaces. Even if we restricted
ourselves to regular subobjects—which correspond to subspaces—the operator c would
simply be the identity map ℘(|X|)→ ℘(|X|).

For every object X of X, the co-restriction of the map V : SubX → ℘(ptX) to the
set of fixed points of c yields a surjective lattice homomorphism

V : SubX � K(SpecX), (6)

where K(SpecX) denotes the lattice of closed subsets of SpecX. We conclude this section
by showing that this map is a lattice isomorphism if, and only if, SubX is an atomic
lattice, i.e. every element of SubX is the supremum of the atoms below it.
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3.12. Lemma. Let X in X be such that the lattice SubX is complete. The map in (6) is
a lattice isomorphism between SubX and K(SpecX) if, and only if, SubX is atomic.

Proof. Since the space SpecX is T1, the lattice K(SpecX) is atomic. Hence, if there
exists a lattice isomorphism between K(SpecX) and SubX, the latter must be atomic.

Conversely, suppose SubX is atomic. We will prove that, for each S ∈ SubX,
I ◦V(S) = S. It will follow that V : SubX � K(SpecX) is injective, whence a lattice
isomorphism. Let S ∈ SubX be an arbitrary subobject. Clearly, we have I ◦V(S) ≤ S.
For the converse inequality, we must prove that S ≤ S ′ whenever S ′ ∈ SubX is such that
every point of X which factors through S factors also through S ′. In view of item 1 in
Lemma 3.6, this holds provided SubX is atomic.

4. Filtrality

For any bounded distributive lattice L, let C(L) denote the subset of L consisting of the
complemented elements of L. Thus, x ∈ C(L) if, and only if, there exists an element
¬x ∈ L such that x ∧ ¬x = 0 and x ∨ ¬x = 1, where 0 and 1 are the bottom and top
elements of L, respectively. Such an element ¬x is unique and lies in C(L), whenever
it exists. Then C(L), the Boolean center of L, is the inclusion-largest Boolean algebra
embedded as a bounded sublattice in L.

Let F(L) be the set of all non-empty filters of L partially ordered by reverse inclusion.
Then, F(L) is again a bounded distributive lattice. For x ∈ L, define the principal filter
↑x = {y ∈ L | x ≤ y}. The function

ηL : L→ F(L), x 7→ ↑x

is a monomorphism of bounded lattices known as the filter completion of L. Further,
consider the contraction map χL : F(L) → F(C(L)) sending F ∈ F(L) to F ∩ C(L) ∈
F(C(L)). It is clear that χL is well-defined, and monotone. We are interested in the
composition

ϕ : L F(L) F(C(L)), x 7→ ↑x ∩ C(L).
ηL χL

We call the bounded distributive lattice L filtral precisely when this map ϕ is an isomor-
phism of posets (and hence of bounded lattices).

If X is an object of a coherent category, let us write B(X) as a short-hand for the
unwieldy C(SubX).

4.1. Definition. An object X of a coherent category C is filtral if SubX is a filtral
lattice. The category C is said to be filtral if each of its objects is covered by a filtral one,
i.e. for every Y in C there is a regular epimorphism X � Y with X filtral.

Recall that a co-frame is a complete lattice L satisfying, for every set I, the infinite
distributive law

∀{a} ∪ {bi | i ∈ I} ⊆ L, a ∨
(∧
i∈I

bi
)

=
∧
i∈I

(a ∨ bi). (7)
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More frequent is the notion of frame, the order-dual of a co-frame. It is well known
that I(L), the collection of ideals of a bounded distributive lattice L, is a frame when
ordered by inclusion. Further, the assignment L 7→ I(L) extends to a functor from
the category of bounded distributive lattices to the category of frames (with morphisms
the functions preserving finite infima and arbitrary suprema) which is left adjoint to the
obvious forgetful functor. See e.g. [Johnstone, 1986, Corollary II.2.11]. It is not difficult to
see that F(L) ∼= I(Lop)op, whence the filter completion of L is a co-frame. The assignment
L 7→ F(L) extends to a functor from the category of bounded distributive lattices to
the category of co-frames (with morphisms the functions preserving finite suprema and
arbitrary infima) which is left adjoint to the obvious forgetful functor. The components
of the unit of this adjunction are the filter completions ηL : L → F(L). In more detail,
whenever L,M are bounded distributive lattices and h : L → M is a homomorphism of
bounded lattices, we have a co-frame homomorphism

F(h) : F(L)→ F(M), F 7→ ↑h(F ) = {m ∈M | ∃l ∈ F s.t. h(l) ≤ m}.

Note that F(h) admits a lower adjoint, namely h−1 : F(M)→ F(L). In these terms, the
contraction map χL : F(L) → F(C(L)) is the lower adjoint to the co-frame homomor-
phism F(i) : F(C(L))→ F(L), where i : C(L) ↪→ L is the inclusion of the Boolean center
of L. It is not difficult to see that the map ϕ : SubX → F(B(X)) preserves all suprema
which exist in SubX. Therefore, whenever SubX is complete, X is filtral if, and only if,
ϕ is a bijection.

As we shall see in the next lemma, in those coherent categories which admit a topolog-
ical representation as in the previous section, the notion of filtral object can be rephrased
without explicit reference to the isomorphism ϕ : SubX → F(B(X)).

4.2. Lemma. Let X be a non-trivial well-pointed coherent category in which the unique
morphism from any non-initial object to the terminal object is a retraction. For any X
in X, the following statements are equivalent:

1. X is filtral;

2. there is an isomorphism of bounded lattices between SubX and F(B(X));

3. SubX is a complete and atomic lattice, and SpecX is a Stone space.

Proof. 1⇒ 2. Clear.
2⇒ 3. Suppose there is an isomorphisms of bounded lattices SubX ∼= F(B(X)). The

lattice F(B(X)) is a co-frame, hence complete. Further it is atomic, because every filter
of a Boolean algebra is the intersection of all the ultrafilters extending it. Thus, SubX
is also a complete and atomic lattice. It remains to prove that SpecX is a Stone space.
By Stone duality for Boolean algebras [Stone, 1936], the lattice F(B(X)) is isomorphic
to the lattice of closed sets of the Stone space S dual to the Boolean algebra B(X). On
the other hand, Lemma 3.12 entails that SubX is isomorphic to K(SpecX), the lattice of
closed sets of SpecX. Therefore, K(SpecX) is isomorphic to K(S). It is well-known that
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two T1-spaces with isomorphic lattices of closed sets are homeomorphic [Thron, 1962].
Thus, SpecX is homeomorphic to the Stone space S.

3 ⇒ 1. Assume SubX is a complete lattice. Then, the space SpecX is well-defined
by Proposition 3.8. If the latter is a Stone space, the Boolean center of K(SpecX)
coincides with the Boolean algebra of clopen subsets of SpecX, denoted by Cl(SpecX).
We claim that the following diagram commutes, where V is the surjective homomorphism
of bounded lattices from equation (6).

SubX F(SubX) F(B(X))

K(SpecX) F(K(SpecX)) F(Cl(SpecX))

ηSubX

V

χSubX

F(V) F(V �B(X))

ηK(SpecX) χK(SpecX)

The leftmost square commutes by naturality of the transformation η. The commutativity
of the rightmost square is an instance of a Beck-Chevalley property. We give a direct
proof. For every F ∈ F(SubX),

(F(V �B(X)) ◦ χSubX) (F ) = F(V �B(X))(F ∩ B(X))

= {U ∈ Cl(SpecX) | ∃S ∈ F ∩ B(X) s.t. V(S) ⊆ U}
⊆ {U ∈ Cl(SpecX) | ∃S ∈ F s.t. V(S) ⊆ U}
= F(V)(F ) ∩ Cl(SpecX)

=
(
χK(SpecX) ◦ F(V)

)
(F ).

To settle the converse inclusion, suppose that U ∈ Cl(SpecX) satisfies V(S) ⊆ U for
some S ∈ F . If SubX is atomic, then V : SubX → K(SpecX) is an isomorphism by
Lemma 3.12. Whence, there is T ∈ B(X) such that V(T ) = U . Then, V(S) ⊆ V(T )
implies S ≤ T . Therefore T ∈ F ∩ B(X) and V(T ) = U .

This shows that the outer rectangle in the diagram above commutes. To conclude the
proof, note that the vertical arrows are bounded lattice isomorphisms. Hence, the bottom
row is a bounded lattice isomorphism if, and only if, so is the top row. That is, if and
only if X is a filtral object. In turn, the bottom row sends a closed subset K ⊆ SpecX
to the filter consisting of all the clopen subsets of SpecX containing K. It is well-known
that this map is a bounded lattice isomorphism whenever SpecX is a Stone space.

In view of the previous lemma, we can regard filtral objects in a coherent category as
an abstraction of zero-dimensional compact Hausdorff spaces. The next example shows
that the filtral objects in KH are precisely the Stone space.

4.3. Example. Note that the category KH satisfies the assumptions of Lemma 4.2.
Moreover, for any compact Hausdorff space X, its lattice of closed subsets K(X) ∼= SubX
is complete and atomic. Hence, Lemma 4.2 entails that X is filtral in KH if, and only if,
SpecX is a Stone space. Since the spaces X and SpecX are homeomorphic, we conclude
that the filtral objects in the category KH are precisely the Stone spaces. Also, because
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every compact Hausdorff space is the continuous image of a Stone space (e.g., of the
Stone-Čech compactification of its underlying set equipped with the discrete topology),
the category KH is filtral. It follows that its full subcategory Stone is also filtral, and
each of its objects is filtral.

An easy, yet useful observation is that every filtral category is mono-complete:

4.4. Lemma. In a filtral category every poset of subobjects is a co-frame, and the pullback
functors are co-frame homomorphisms. In particular, a filtral category is mono-complete.

Proof. Note that pullback functors preserve—in addition to finite suprema—also all
existing infima, because they are upper adjoint. Thus, it suffices to show that each poset
of subobjects is a co-frame.

First, observe that in any coherent category the pullback functor associated with a
regular epimorphism is an injective lattice homomorphism. To see this, consider a regular
epimorphism ε : W � Z and subobjects S1, S2 ∈ SubZ. Then, for i ∈ {1, 2}, Si coincides
with the image of the morphism ε ◦ mi : ε

∗(Si) → Z, where mi : ε
∗(Si) ↪→ W is the

canonical monomorphism. Therefore, ε∗(S1) ∼= ε∗(S2) implies S1
∼= S2.

Now, let Y be any object and ε : X � Y a regular epimorphism with X filtral. By the
previous observation, the lattice homomorphism ε∗ : SubY ↪→ SubX is injective. The
lattice SubX ∼= F(B(X)) is a co-frame, whence complete. Given {Si | i ∈ I} ⊆ SubY ,

∃ε
(∨
{ε∗(Si) | i ∈ I}

)
is readily seen to be the supremum of the Si’s in SubY , where ∃ε is the lower adjoint
of ε∗. Thus, SubY is also a complete lattice. Further, since SubX satisfies the co-frame
law (7), so does SubY (just recall that ε∗ : SubY ↪→ SubX preserves all infima).

For the rest of this section, we fix a category X satisfying the following properties.

4.5. Assumption. The category X is a non-trivial, well-pointed coherent category. Fur-
ther, the unique morphism X → 1 is a retraction for every X 6∼= 0.

In view of Lemma 4.4, the functor Spec : X→ Top from (5) is well-defined whenever
X is filtral. The following proposition shows that, in this situation, the functor Spec takes
values in the category of compact Hausdorff spaces.

4.6. Proposition. If the category X is filtral then SpecX is a compact Hausdorff space
for every X in X.

Proof. Let X be an arbitrary object of X. If the category X is filtral, there is a filtral
object Y in X and a regular epimorphism Y � X. In view of Lemma 4.2, SpecY is a
Stone space. By item 2 in Lemma 3.6 and Remark 3.10, the image under the functor Spec
of the regular epimorphism Y � X is a continuous and closed surjection. Since SpecY
is compact and Hausdorff, so is SpecX.
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Proposition 4.6 entails at once that, whenever X is filtral, the functor Spec : X→ Top
co-restricts to a functor

Spec : X→ KH . (8)

We conclude this section by recording another consequence of Proposition 4.6.

4.7. Lemma. If X is filtral, then the functor Spec : X → KH preserves all limits that
exist in X.

Proof. Consider the following commutative diagram of functors.

X

KH Set

Spec pt

|−|

The underlying-set functor |− | : KH→ Set preserves all limits because it is represented
by the one-point space. Further, it is conservative (i.e., it reflects isomorphisms), since
any continuous bijection between compact Hausdorff spaces is a homeomorphism. A
conservative functor reflects all the limits it preserves, whence | − | reflects all limits.
Since a limit in X is preserved by pt, it must also be preserved by Spec.

5. The main result

The aim of this section is to prove our main result, that is the following characterisation
of the category KH of compact Hausdorff spaces and continuous maps. (Recall that all
categories under consideration are assumed to be well-powered.)

5.1. Theorem. Up to equivalence, KH is the unique non-trivial pretopos which is well-
pointed, filtral and admits all set-indexed copowers of its terminal object.

We recall the definitions and facts needed to prove the previous theorem. A category
C is (Barr) exact provided it is regular and every internal equivalence relation in C is
effective, i.e. it coincides with the kernel pair of its coequaliser (see, e.g., [Barr, Grillet &
van Osdol, 1971] or [Borceux, 1994, Sections 2.5–2.6]). Exact categories are those in which
there is a good correspondence between congruences (i.e., internal equivalence relations)
and quotients (i.e., coequalisers). All varieties of Birkhoff algebras and, more generally,
all categories which monadic over Set, are exact [Borceux, 1994, Theorems 3.5.4, 4.3.5].
Roughly speaking, a pretopos is an exact category in which finite coproducts exist and
are “well-behaved”. The latter property is formalised by the notion of extensivity.

5.2. Definition. A category C is extensive provided it has finite coproducts and the
canonical functor

(C /X1)× (C /X2)→ C /(X1 +X2)

is an equivalence for every X1, X2 in C.
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In the presence of enough limits, a more intuitive reformulation of this notion is avail-
able. Given two objects X1, X2 in C, the coproduct X1 +X2 is universal if the pullback
of the coproduct diagram X1 → X1 + X2 ← X2 along any morphism yields a coprod-
uct diagram. Moreover, recall that the coproduct X1 + X2 is disjoint if pulling back a
coproduct injection along the other yields the initial object of C.

5.3. Lemma. [Carboni, Lack & Walters, 1993, Proposition 2.14] If C has finite coproducts
and pullbacks along coproduct injections, then it is extensive if and only if finite coproducts
in C are universal and disjoint.

5.4. Definition. A pretopos is an exact and extensive category.

Pretoposes are often defined as positive and effective coherent categories (see, e.g.,
[Johnstone, 2002, A1.4]). Here, positive means that finite coproducts exist and are dis-
joint, while an effective regular category is what has been called an exact category above.
It is not difficult to see that the two definitions are equivalent: disjoint coproducts in a co-
herent category are universal, and an exact extensive category is automatically coherent.
We record this fact for future use:

5.5. Lemma. A category C is a pretopos if, and only if, it is a positive and effective
coherent category.

5.6. Example. We give some examples of categories that are, or are not, pretoposes.

� Set is a pretopos. Its full subcategory on the finite sets is also a pretopos. More
generally, every elementary topos is a pretopos.

� KH is a pretopos. Exactness follows from the fact that KH is monadic over Set
[Linton, 1966, Section 5], but can also be verified directly.

� Stone is a positive coherent category but is not exact, hence it is not a pretopos.
To see this, let β([0, 1]) denote the Stone-Čech compactification of the unit interval
with the discrete topology. There is an equivalence relation R⇒ β([0, 1]) in Stone
which identifies two ultrafilters on [0, 1] precisely when they have the same limit.
The coequaliser of R in Stone is the unique morphism to the one-point space, whose
kernel pair is the improper relation on β([0, 1]). Hence, Stone is not exact. Its exact
completion coincides with KH (cf. Theorem 8.1).

The strategy to prove Theorem 5.1 is the following. We first show that, if X is
a pretopos satisfying the properties in the statement of the theorem, then the functor
Spec : X → KH is well-defined and preserves a part of the categorical structure of X.
Namely, that of coherent category. We then use this information to show that Spec is an
equivalence of categories.

5.7. Lemma. If X is a non-trivial well-pointed pretopos which is filtral, then the functor
Spec : X→ KH from (8) is well-defined.



1888 VINCENZO MARRA AND LUCA REGGIO

Proof. Assume X is as in the statement. It suffices to verify that the conditions in
Assumption 4.5 are satisfied, for then it will follow by Proposition 4.6 that the functor
Spec : X → KH is well-defined. In view of Lemma 5.5, it is enough to show that the
unique morphism X → 1 is a retraction whenever X 6∼= 0.

Suppose X satisfies ptX = ∅. By well-pointedness of X there is an epimorphism
0 ∼=

∑
∅ 1→ X. Because every epimorphism in a pretopos is regular (cf., e.g., [Johnstone,

2002, Corollary A.1.4.9]), the unique morphism 0 → X is both a monomorphism and a
regular epimorphism, whence an isomorphism. That is, X ∼= 0.

For the next lemma, recall that a coherent functor is a functor between coherent cat-
egories which preserves finite limits, regular epimorphisms and finite joins of subobjects.

5.8. Lemma. If X is a non-trivial well-pointed pretopos which is filtral, then the functor
Spec : X→ KH is coherent.

Proof. The functor Spec : X→ KH preserves finite limits by Lemma 4.7. Regular epis
in KH are simply continuous surjective functions, therefore Spec preserves regular epis
by item 2 in Lemma 3.6. It remains to prove that Spec preserves finite joins of subobjects.
We first prove the following fact:

5.9. Claim. The functor Spec preserves finite coproducts.

Proof. Since the initial object of X is strict, we have Spec 0 = ∅. It thus suffices to prove
that Spec (X + Y ) ∼= SpecX + SpecY whenever X, Y are objects of X. At the level of
underlying sets, the obvious function

ptX + ptY → pt (X + Y )

is injective because finite coproducts in X are disjoint. On the other hand, surjectivity
follows from the universality of coproducts. To prove that this bijection is a homeo-
morphism, we have to show that every subobject of X + Y splits as the coproduct of a
subobject of X and a subobject of Y . In turn, this follows again from the universality of
finite coproducts in X. Just observe that the pullback of the coproduct X → X+Y ← Y
along a subobject S ↪→ X + Y yields a splitting of S of the form S ∼= S1 + S2, with
S1 ∈ SubX and S2 ∈ SubY .

To conclude the proof of the lemma, consider X in X and two subobjects S1 ↪→ X
and S2 ↪→ X. We want to show that Spec (S1 ∨ S2) ∼= SpecS1 ∨ SpecS2. Let

j : S1 + S2 → X

be the coproduct of the two subobjects. By the previous claim, the functor Spec pre-
serves finite coproducts, thus Spec j : Spec (S1 + S2) → SpecX is the coproduct of the
subobjects SpecS1 ↪→ SpecX and SpecS2 ↪→ SpecX. The subobject S1 ∨ S2 ↪→ X is
obtained by taking the image, i.e. the (regular epi, mono) factorisation, of j. Since Spec
preserves regular epis and monos by the first part of the proof, the image under Spec of
the (regular epi, mono) factorisation of j is the (regular epi, mono) factorisation of Spec j.
Hence, Spec (S1 ∨ S2) ∼= SpecS1 ∨ SpecS2.
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The last ingredient we need in order to prove Theorem 5.1 is the following proposition,
due to Makkai. Suppose C,D are coherent categories. A coherent functor F : C→ D is
full on subobjects if, for any X in C, the induced lattice homomorphism SubX → SubFX
is surjective (the latter map is well-defined because coherent functors preserve finite limits
and, in particular, monomorphisms). The functor F covers D if, for each Y in D, there
exist X in C and a regular epimorphism FX � Y in D. Moreover, F is conservative if it
reflects isomorphisms. Finally, a morphism of pretoposes is a functor between pretoposes
which preserves finite limits, finite coproducts, and coequalisers of internal equivalence
relations.

5.10. Proposition. [Makkai, 1985, Proposition 2.4.4 and Lemma 2.4.6] The following
statements hold:

1. any coherent functor between pretoposes is a morphism of pretoposes;

2. a morphism of pretoposes is an equivalence if, and only if, it is conservative, full on
subobjects, and covers its codomain.

We are now ready for the proof of our main result.

Proof of Theorem 5.1. The category KH is a non-trivial pretopos which is well-
pointed and filtral (cf. Examples 4.3 and 5.6). Further, for any set I, the copower

∑
I 1

in KH coincides with β(I), the Stone-Čech compactification of the discrete space I.
Hence, KH admits all set-indexed copowers of its terminal object. To show that, up to
equivalence, it is the unique such category, let X be a pretopos satisfying these properties.
By Lemma 5.8 and Proposition 5.10, in order to show that the functor Spec : X → KH
is an equivalence, it suffices to prove that it is (i) conservative, (ii) full on subobjects and
(iii) it covers KH.

(i) The functor Spec : X→ KH is faithful because so is pt : X→ Set (cf. Lemma 3.5).
Therefore, it reflects both epis and monos. Since a pretopos is balanced (see, e.g., [John-
stone, 2002, Corollary A.1.4.9]) Spec reflects isomorphisms, i.e., it is conservative.

(ii) Recall that monomorphisms in KH are inclusions of closed subsets. Whence, Spec
is full on subobjects by equation (6).

(iii) Consider any compact Hausdorff space Y , and write |Y | for its underlying set. By
assumption, the |Y |-fold copower of 1 exists in X. Moreover, by filtrality of X, there is a
regular epimorphism X �

∑
|Y | 1 in X with X filtral. We prove the following useful fact:

5.11. Claim. ℘(|Y |) is isomorphic to a Boolean subalgebra of B(X), the Boolean center
of SubX.
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Proof of Claim. The pullback functor associated with the regular epi X �
∑
|Y | 1 is

an injective lattice homomorphism Sub
∑
|Y | 1 ↪→ SubX (cf. the proof of Lemma 4.4).

Hence, its restriction to the Boolean center of Sub
∑
|Y | 1 yields an injective Boolean

algebra homomorphism B(
∑
|Y | 1) ↪→ B(X). Therefore, it suffices to prove that ℘(|Y |)

can be identified with a Boolean subalgebra of B(
∑
|Y | 1).

To this end, consider the map

k : F(℘(|Y |))→ Sub
∑
|Y |

1, k(F ) =
∧
{S ∈ Sub

∑
|Y |

1 | ptS ∩ |Y | ∈ F}.

We claim that k is a bounded lattice homomorphism. Upon recalling that elements of
F(℘(|Y |)) are ordered by reverse inclusion, for every F1, F2 ∈ F(℘(|Y |)) we have

k(F1 ∨ F2) =
∧
{S ∈ Sub

∑
|Y |

1 | ptS ∩ |Y | ∈ F1 ∩ F2}

=
∧
{S1 ∨ S2 | S1, S2 ∈ Sub

∑
|Y |

1, ptS1 ∩ |Y | ∈ F1 and ptS2 ∩ |Y | ∈ F2}.

By Lemma 4.4, the co-frame law (7) holds in Sub
∑
|Y | 1. Thus, the latter infimum

coincides with∧
{S ∈ Sub

∑
|Y |

1 | ptS ∩ |Y | ∈ F1} ∨
∧
{S ∈ Sub

∑
|Y |

1 | ptS ∩ |Y | ∈ F2}

which, by definition, is equal to k(F1) ∨ k(F2). Further, k(℘(|Y |)) = 0. This shows that
k preserves finite suprema. A straightforward computation shows that k preserves also
finite infima, whence it is a bounded lattice homomorphism. The restriction of k to the
Boolean center of F(℘(|Y |)), which is isomorphic to ℘(|Y |), gives a Boolean algebra
homomorphism ℘(|Y |) → B

(∑
|Y | 1

)
which is injective. Just observe that T ∈ ℘(|Y |)

is sent to the complemented subobject∧
{S ∈ Sub

∑
|Y |

1 | T ⊆ ptS} = I(T ),

which coincides with the initial object 0 if, and only if, T = ∅.

Since X is filtral, the space SpecX is homeomorphic to the Stone space dual to B(X)
(cf. the proof of Lemma 4.2). Hence, the previous claim entails that the Stone-Čech
compactification β(|Y |) of the discrete space |Y | is a continuous image of SpecX. In
turn, by the universal property of the Stone-Čech compactification, the identity function
|Y | → Y lifts to a continuous surjection β(|Y |)� Y . Composing the two maps, we obtain
a continuous surjection SpecX � Y . This shows that the functor Spec covers KH.
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We remark that the hypotheses of Theorem 5.1 are independent from each other.
Below, we give examples of categories which satisfy all the assumptions of the theorem,
except for the one in parentheses:

� {0 ∼= 1} (non-trivial);

� {0→ 1} (extensive);

� Stone (exact);

� KH /{0, 1}, where {0, 1} is equipped with the discrete topology (well-pointed);

� Set (filtral);

� Setf (admits all set-indexed copowers of its terminal object).

The fact that KH /{0, 1} satisfies all the hypotheses in Theorem 5.1 except for well-
pointedness is a consequence of the following observation.

5.12. Lemma. Let X be any compact Hausdorff space with at least two distinct points.
Then the slice category KH /X is a non-trivial pretopos which is filtral and admits all
coproducts, but is not well-pointed.

Proof. Let X be as in the statement. The slice category KH /X is easily seen to be
extensive (cf. [Carboni, Lack & Walters, 1993, Proposition 4.8]). Moreover, any slice
category of an exact category is exact. For a proof see, e.g., [Borceux & Bourn, 2004,
p. 435]. Thus, KH /X is a pretopos. The initial and terminal objects in KH /X are the
unique morphism ∅ → X and the identity function X → X, respectively. Hence, KH /X
is trivial if, and only if, X = ∅. This shows that KH /X is a non-trivial pretopos.

The coproduct in KH /X of a set of objects {Yi → X | i ∈ I} is the unique morphism∑
i∈I Yi → X induced by the universal property of coproducts in KH, whence KH /X

admits all coproducts. To show that KH /X is filtral, consider an object f : Y → X in
KH /X. Since KH is filtral, there is a filtral compact Hausdorff space Z and a regular
epimorphism ε : Z � Y in KH. The latter is a regular epimorphism in KH /X from
f ◦ ε : Z → X to f : Y → X. Further, because the lattice of subobjects of f ◦ ε : Z → X
in KH /X is isomorphic to the lattice of subobjects of Z in KH, it is not difficult to
see that f ◦ ε is a filtral object covering f . We conclude that KH /X is a non-trivial
pretopos which is filtral and admits all coproducts. It remains to prove that KH /X is
not well-pointed.

Since X has at least two points, there exist a compact Hausdorff space Y 6= ∅ and a
non-surjective continuous function f : Y → X. We claim that f , regarded as an object of
KH /X, has no points. A point of f would be a continuous function s : X → Y such that
f ◦ s is the identity of X. But such a section s cannot exist because f is not surjective.
Thus, KH /X admits a non-initial object with no points. It is not difficult to see that
this implies that KH /X is not well-pointed (cf. Lemma 7.1 below).
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5.13. Remark. A well-known result in category theory (cf. e.g. [Vitale, 1994] or [Borceux,
1994, Theorem 4.4.5]) states that a category C is equivalent to the category SetT of
Eilenberg-Moore algebras for a monad T on Set if, and only if, it satisfies the following
conditions:

1. C is exact;

2. C has a regular projective generator G;

3. for every set I, the copower
∑

I G exists in C.

If these conditions are satisfied, the monad T on Set can be defined as the one induced
by the adjunction ∑

−

G a homC(G,−) : C→ Set .

In view of this characterisation of categories monadic over Set, the hypotheses of The-
orem 5.1 (along with item 2 in Lemma 3.6) readily imply that X is equivalent to the
category SetT , where T is the monad induced by the adjunction

∑
− 1 a pt : X → Set.

If we knew that T coincides with the ultrafilter monad on Set, by Manes’ characterisa-
tion of KH as the category of algebras for the ultrafilter monad [Manes, 1976], we would
conclude that X ∼= KH. In a sense, the difficulty in the proof of our main result resides
in the fact that an explicit description of the monad T is not available.

6. Richter’s Theorem

In this section we derive Richter’s characterisation of KH [Richter, 1992, Remark 4.7]
from Theorem 5.1.

6.1. Definition. [Richter, 1992, Definition 2.1] Let C be a category, and 1 an object of
C such that the coproduct 1 + 1 (denoted by 2) exists in C. Further, let o ∈ homC(1,2).
For any X in C, a subset U ⊆ homC(X,2) is called a (1, o)-cover of X provided⋃

d∈U

(d ◦ −)−1(o) = homC(1, X), where d ◦ − : homC(1, X)→ homC(1,2).

The object X is (1, o)-compact if every (1, o)-cover of X admits a finite (1, o)-subcover.
(Topological intuition: every cover of X consisting of clopen sets admits a finite subcover.)

6.2. Theorem. [Richter, 1992, Remark 4.7] Suppose C is a category admitting an object
1 such that the following properties are satisfied:

1. C has all set-indexed copowers of 1;

2. 1 is a regular generator in C, i.e. for every object X of C, the canonical morphism∑
homC(1,X) 1→ X is a regular epimorphism;



THE CATEGORY OF COMPACT HAUSDORFF SPACES 1893

3. C admits all coequalisers;

4. every internal equivalence relation in C is exact;

5. (a) homC(1,2) = {⊥ 6= >};
(b) for every set I, the co-diagonal morphisms∑

I 1
∑

I 1 +
∑

I 1 ∼=
∑

I 2 2

are jointly monic;

(c) 2 is a coseparator for the full subcategory of C on the set-indexed copowers of
1, i.e. for any sets I, J and distinct morphisms ϕ1, ϕ2 ∈ homC(

∑
I 1,
∑

J 1),
there is ψ ∈ homC(

∑
J 1,2) such that ψ ◦ ϕ1 6= ψ ◦ ϕ2;

6. there is o ∈ homC(1,2) such that, for every set I,
∑

I 1 is (1, o)-compact.

Then C is equivalent to the category KH of compact Hausdorff spaces and continuous
maps.

For the remainder of this section, we assume C is a category satisfying items 1–6 in
Theorem 6.2.

6.3. Remark. We comment on some of the assumptions in Richter’s theorem.

(i) Item 5a states that there are exactly two morphisms ⊥,> : 1 → 2. It follows that
the object 2 admits exactly one non-trivial automorphism σ : 2 → 2. The image of σ
under the functor homC(1,−) is the function {⊥,>} → {⊥,>} which sends ⊥ to >,
and > to ⊥. Further, we will see in Lemma 6.4 below that 1 is terminal in C, hence
homC(1,1) consists only of the identity morphism. Thus, item 5a is equivalent to saying
that the functor homC(1,−) preserves the coproduct 1 + 1.

(ii) Item 5b is a weak form of extensivity of the category C. In fact, we shall see in
Lemma 6.5 below that it entails that the functor homC(1,−) preserves the coproducts of
the form

∑
I 1 +

∑
I 1, for any set I. Hence, the coproduct

∑
I 1 +

∑
I 1 in C is disjoint.

(iii) Given the existence of the automorphism σ : 2 → 2 described in item (i) of this
remark, we can assume without loss of generality that o = > in item 6 of Theorem 6.2.

6.4. Lemma. [Richter, 1992, p. 370] The object 1 is terminal in the category C.

In view of the previous lemma, hereafter we call points the morphisms with domain 1
in the category C, and denote the functor homC(1,−) by pt : C→ Set.

The following fact is proved in [Richter, 1992, p. 371]. The main ingredient of the
proof is an application of item 5b:
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6.5. Lemma. For every set I, pt(
∑

I 1 +
∑

I 1) ∼= pt
∑

I 1 + pt
∑

I 1.

The next two lemmas have the following topological interpretations. The first one
states that every object of C is compact (in the appropriate sense), while the second one
corresponds to the observation that the union of finitely many clopens is clopen.

6.6. Lemma. Every object of C is (1,>)-compact.

Proof. The proof is a straightforward abstraction of the argument showing that the
continuous image of a compact space is compact. Let X be an arbitrary object of C,
and U ⊆ homC(X,2) a (1,>)-cover of X. Write εX :

∑
ptX 1 � X for the regular

epimorphism in item 2, and consider the set

U ′ = {d ◦ εX | d ∈ U} ⊆ homC

(∑
ptX

1,2
)
.

It is not difficult to see that U ′ is a (1,>)-cover of
∑

ptX 1, hence it admits a finite
(1,>)-subcover

U ′0 = {d1 ◦ εX , . . . , dn ◦ εX}

by item 6. It follows that U0 = {d1, . . . , dn} is a finite (1,>)-subcover of U .

6.7. Lemma. Given morphisms ϕ1, . . . , ϕn ∈ homC(X,2), there is ϕ ∈ homC(X,2) such
that

(ptϕ)−1(>) =
n⋃
i=1

(ptϕi)
−1(>).

Proof. We prove the case n = 2. The statement then follows by a straightforward
induction. It suffices to show the existence of a morphism ∪ ∈ homC(2×2,2) whose
image under pt : C→ Set is the function

℘({⊥,>})→ {⊥,>}, T 7→

{
⊥ if T = ∅
> otherwise,

for then ϕ = ∪◦(ϕ1×ϕ2) : X → 2 will have the desired property. To define the morphism
∪ : 2×2 → 2, note that 2 + 2 ∼= 2×2 by Lemma 6.5. Explicitly, an isomorphism is
provided by (⊥× id2) + (>× id2) : 2 + 2→ 2×2. Therefore, up to composition with the
latter isomorphism, ∪ ∈ homC(2×2,2) can be defined as

id2 + (> ◦ !) : 2 + 2→ 2, where 2
!−→ 1

>−→ 2 .

It is not difficult to see that (pt∪)(T ) = ⊥ precisely when T = ∅, thus concluding the
proof.
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Item 1 in Theorem 6.2 implies that the functor

pt : C→ Set

has a left adjoint
∑
− 1 : Set → C, and item 2 that pt is of descent type. That is, the

comparison functor C → SetT is full and faithful. Here, T is the monad induced by the
adjunction

∑
− 1 a pt, and SetT is the associated category of Eilenberg-Moore algebras.

The category C admits all coequalisers by item 3, whence the comparison functor has a
left adjoint. In other words, C can be identified with a reflective subcategory of SetT . In
particular, C is complete and cocomplete, and the functor pt—being of descent type—is
conservative and thus reflects all limits. Hereafter, to improve exposition, we will assume
that C is a replete subcategory of SetT , i.e. C is closed under isomorphisms in SetT .

For every object X of SetT , we denote by ρX : X → Y the component at X of the
reflection of SetT into C. Employing usual terminology, we say that C is an epire-
flective (resp. monoreflective, or bireflective) subcategory of SetT provided all reflection
morphisms ρX are epimorphisms (resp. monomorphisms, or both monomorphisms and
epimorphisms). The next lemma shows that C is closed in SetT under taking certain
subobjects. It will allow us to deduce in Lemma 6.10 that C is a bireflective subcategory
of SetT .

6.8. Lemma. Let X be an object of C such that the canonical morphism X → 2homC(X,2)

is a monomorphism. Then, for every monomorphism m : S ↪→ X in SetT , S belongs to
C. In particular, for every set I and monomorphism S ↪→

∑
I 1 in SetT , S belongs to C.

Proof. The second part of the statement follows from the first one and the fact that
item 5c, along with the completeness of C, entails that the canonical morphism

∑
I 1→

2homC(
∑

I 1,2) is a monomorphism.
Now, let m : S ↪→ X be as in the statement, and write V = ptX \ ptS. We will

construct a morphism
ξ : X → 2V

such that, for each q ∈ ptX, ξ ◦ q : 1→ 2V is the constant morphism > of value > if, and
only if, q belongs to ptS (i.e. q factors through m : S ↪→ X). Note that 2V belongs to C
because the latter category is closed under limits in SetT . Because C is a full subcategory
of SetT and the functor pt : C→ Set reflects limits, it will follow that S is the equaliser
in C of the diagram

X 2V .
>

ξ

In particular, S will belong to C. To construct the morphism ξ, we rely on the following
fact:

6.9. Claim. Let X be an object of C such that the canonical morphism X → 2homC(X,2)

is a monomorphism, and S a subobject of X. For every p ∈ ptX \ ptS, there exists a
morphism ξp : X → 2 such that ptS ⊆ (pt ξp)

−1(>) and p /∈ (pt ξp)
−1(>).
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Proof of Claim. Fix p ∈ ptX \ ptS. By assumption, for each p′ ∈ ptS there is a
morphism ξp,p′ : X → 2 such that ξp,p′ ◦m ◦ p = ⊥ 6= > = ξp,p′ ◦m ◦ p′. The collection

U = {ξp,p′ | p′ ∈ ptS} ⊆ homC(X,2)

satisfies ptS ⊆
⋃
d∈U (d ◦ −)−1(>) and p /∈

⋃
d∈U (d ◦ −)−1(>). By Lemma 6.6, there are

finitely many points p′1, . . . , p
′
n ∈ ptS such that

ptS ⊆
n⋃
i=1

(pt ξp,p′i)
−1(>).

In view of Lemma 6.7, there exists a morphism ξp : X → 2 satisfying

(pt ξp)
−1(>) =

n⋃
i=1

(pt ξp,p′i)
−1(>).

We have ptS ⊆ (pt ξp)
−1(>) and p /∈ (pt ξp)

−1(>), as was to be proved.

Let ξ : X → 2V be the unique morphism whose composition with the p-th projection
2V → 2 is ξp, for every p ∈ V . We claim that ξ satisfies the desired property. In one
direction, suppose q ∈ pt

∑
I 1 is such that q ∈ (pt ξp)

−1(>) for every p ∈ V . Then q /∈ V ,
for otherwise q /∈ (pt ξq)

−1(>). Thus, q ∈ V c = ptS. Conversely, pick q ∈ ptS. Then,
q ∈ ptS ⊆ (pt ξp)

−1(>) for every p ∈ V . This concludes the proof of the lemma.

6.10. Lemma. C is a bireflective subcategory of SetT .

Proof. Let X be an object of SetT , and I a set such that there exists a regular epimor-
phism ε :

∑
I 1� X in SetT . Denote by

R
∑

I 1
α1

α2

the kernel pair of ε. In particular, there is a monomorphism R ↪→
∑

I 1×
∑

I 1 in SetT .
It is not difficult to see that item 5c, along with the completeness of C, entails that the
canonical morphism

∑
I 1×

∑
I 1→ 2homC(

∑
I 1×

∑
I 1,2) is a monomorphism. It follows by

Lemma 6.8 that R belongs to C. Further, R is an internal equivalence relation in C, and
therefore it is effective by item 4. That is, denoting by ω :

∑
I 1 → Y the coequaliser of

α1 and α2 in C, the following is a pullback square in C.

R
∑

I 1

∑
I 1 Y

α1

α2

y
ω

ω

Because the comparison functor C → SetT preserves limits, the diagram above is also a
pullback in SetT . Thus, the kernel pair of ε :

∑
I 1 � X coincides with the kernel pair
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of ω :
∑

I 1→ Y . Notice that ω = ρX ◦ ε, where ρX : X → Y is the reflection morphism.
Hence, the kernel pair of ε coincides with the kernel pair of ρX ◦ ε. It follows that ρX
is injective, i.e. a monomorphism in SetT . Since X is arbitrary, we conclude that C is
monoreflective in SetT . By [Adámek, Herrlich & Strecker, 1990, Proposition 16.3], the
latter implies that C is bireflective.

Our next aim is to show that the category SetT is extensive, hence a pretopos. This
will entail at once that C is also a pretopos, because a balanced category has no non-
trivial bireflective subcategories. We start by showing that the canonical forgetful functor
U : SetT → Set preserves finite coproducts, as this will allow us to lift the extensivity
property from Set to SetT .

6.11. Lemma. The forgetful functor U : SetT → Set preserves finite coproducts.

Proof. An easy adaptation of the proof of [Richter, 1991, Lemma 4.1] shows that U
preserves finite coproducts if, and only if, U(X+X) ∼= U(X)+U(X) for every X in SetT .
Fix X in SetT , and let I be a set such that there is a regular epimorphism ε :

∑
I 1� X.

Write R ⇒
∑

I 1 for the kernel pair of ε. Since U(
∑

I 1 +
∑

I 1) ∼= U(
∑

I 1) + U(
∑

I 1)
by Lemma 6.5, U(X + X) is isomorphic to the quotient of U(

∑
I 1) + U(

∑
I 1) with

respect to the equivalence relation U(R + R) ⊆ (U(
∑

I 1) + U(
∑

I 1))2. We claim that
U(R +R) ∼= U(R) + U(R), from which it follows that U(X +X) ∼= U(X) + U(X).

Note that R and R+R belong to the category C by Lemma 6.8. The obvious function
ptR∪ptR→ pt(R+R) is injective because two points belonging to different components

of R+R are separated by the coproduct of the constant morphisms ⊥ : R
!−→ 1

⊥−→ 2 and

> : R
!−→ 1

>−→ 2. Thus, it remains to prove that the function ptR ∪ ptR→ pt(R +R) is
surjective. Suppose, by way of contradiction, that there exists p ∈ pt(R+R)\(ptR∪ptR).
In view of Claim 6.9, there is a morphism h : R + R → 2 such that (pth)−1(>) contains
both copies of ptR, but not p. In particular, the following diagram commutes.

R R +R R

2
>

h
>

By the universal property of the coproduct, h is the unique morphism making the diagram

above commute. Whence, h coincides with the constant morphism R + R
!−→ 1

>−→ 2,
contradicting the fact that h ◦ p 6= >. This proves U(R + R) ∼= U(R) + U(R), thus
concluding the proof.

6.12. Proposition. The category SetT is a pretopos, and C ∼= SetT .

Proof. The forgetful functor U : SetT → Set preserves and reflects limits, and it also
preserves (and reflects) finite coproducts by Lemma 6.11. Thus, the extensivity of Set
entails the extensivity of SetT . This shows that SetT is a pretopos, thus a balanced
category. By Lemma 6.10, we get C ∼= SetT .
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We can finally show how Richter’s theorem follows from the characterisation of the
category of compact Hausdorff spaces and continuous maps provided in Theorem 5.1.

Proof of Theorem 6.2. Let C be a category satisfying the properties 1–6 in the state-
ment of the theorem. Then, C is a complete and cocomplete pretopos by Proposition 6.12.
Further, it is non-trivial and well-pointed by items 5a and 2, respectively (cf. Lemma 6.4).
By Theorem 5.1, in order to conclude that C is equivalent to KH, it remains to prove
that C is filtral. We claim that, for every set I, the copower

∑
I 1 is a filtral object in C.

Since 1 is a regular generator in C, this will yield the desired conclusion.
Fix an arbitrary set I. We must prove that the map

ϕ : Sub
∑
I

1→ F
(
B
(∑

I

1
))
, S 7→ {C ∈ B

(∑
I

1
)
| S ≤ C}

is a bounded lattice isomorphism, where F(B(
∑

I 1)) is the lattice of filters of the Boolean
center of Sub

∑
I 1. The map ϕ is readily seen to preserve arbitrary suprema. Thus, it

suffices to show that it is a bijection.
Let S ∈ Sub

∑
I 1 be an arbitrary subobject. We prove that S =

∧
ϕ(S). Note that

the latter infimum exists because C is complete, whence mono-complete. It is immediate
that S ≤

∧
ϕ(S). For the converse inequality it is enough to show that, whenever p /∈ ptS,

there is C ∈ B(
∑

I 1) such that S ≤ C and p /∈ C. By Claim 6.9, there is a morphism
ξp :

∑
I 1 → 2 such that ptS ⊆ (pt ξp)

−1(>) and p /∈ (pt ξp)
−1(>). Then, C = ξ∗p(>)

satisfies the required properties. This shows that ϕ is injective. For surjectivity, consider
a filter F ∈ F(B(

∑
I 1)). We claim that F = ϕ(

∧
F ). It is clear that F ⊆ ϕ(

∧
F ), hence

it is enough to show that every D ∈ B(
∑

I 1) satisfying
∧
F ≤ D belongs to F . Fix such

a complemented subobject D, and write Dc for its complement. Then,

Dc ≤
∨
{Cc | C ∈ F}.

Each subobject Cc, for C ∈ F , corresponds to a morphism ξCc :
∑

I 1 → 2 satisfying
ptCc = (pt ξCc)−1(>). Applying Lemma 6.6 to the object

∨
{Cc | C ∈ F}, we find finitely

many elements C1, . . . , Cn ∈ F such that

⋃
C∈F

(pt ξCc)−1(>) =
n⋃
i=1

(pt ξCc
i
)−1(>),

so that Dc ≤ Cc
1 ∨ · · · ∨ Cc

n. Therefore, C1 ∧ · · · ∧ Cn ≤ D, showing that D ∈ F .

7. Decidable objects and Stone spaces

In this section, we give a characterisation of the category Stone of Stone spaces and
continuous maps in the spirit of Theorem 5.1. This is Theorem 7.7 below. We pointed
out in Example 5.6 that Stone is a positive and coherent category, but it is not exact.
Accordingly, in this section we drop the exactness condition. Before proceeding, recall
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that any positive and coherent category is extensive. In the following, we will use this
fact without further notice.

We start by preparing two lemmas. The first one states that in a well-pointed, positive
and coherent category, every non-initial object has a point. The second one shows that in
such a category the lattices of subobjects are atomic precisely when the functor of points
is conservative.

7.1. Lemma. Let X be a non-trivial positive and coherent category which is well-pointed.
For every non-initial object X in X, the unique morphism X → 1 is a retraction.

Proof. Recall that a monomorphism m is extremal if, whenever it is decomposed as
m = f ◦ e with e epic, then e is an isomorphism. A moment’s reflection shows that (1) if
g ◦ f is an extremal mono, then so is f ; (2) every extremal mono that is also an epi must
be an isomorphism. We claim that the unique morphism 0 → 1 in X is an extremal
mono. It is not difficult to see that 0 → 1 is an extremal mono if, and only if, for every
non-initial object X there is an object Y and two distinct morphisms X ⇒ Y . Since X
is positive, we can take Y = X +X along with the coproduct injections X ⇒ X +X.

Now, suppose ptX = ∅. We must prove that X ∼= 0. Since X is well-pointed, the
canonical morphism

∑
ptX 1 → X is an epimorphism. But

∑
∅ 1 = 0, showing that the

unique morphism 0 → X is epic. Because the composition 0 → X → 1 is an extremal
mono, so is 0 → X. Therefore, 0 → X is both an extremal mono and an epimorphism,
whence an isomorphism.

7.2. Lemma. Let X be a non-trivial positive coherent category which is well-pointed. The
following statements are equivalent:

1. SubX is an atomic lattice for every X in X;

2. the functor pt : X→ Set is conservative.

Proof. Note that, by Lemmas 3.6 and 7.1, SubX is an atomic lattice for every X in X if,
and only if, whenever m is a mono in X such that ptm is a bijection, m is an isomorphism.
That is, if and only if pt is “conservative on monomorphisms”. We claim that the latter is
equivalent to the functor pt : X→ Set being conservative tout court. For the non-trivial
direction, assume pt is conservative on monos and consider a morphism f in X along with
its (regular epi, mono) factorisation m ◦ e. Suppose

pt f = ptm ◦ pt e

is an isomorphism. We claim that both e and m are isomorphisms. Since pt f is an iso,
ptm is an epi. But ptm is also a mono because pt preserves limits, thus it is a bijection.
Since pt is conservative on monos, m is an iso. On the other hand, since pt f is an iso,
pt e is a mono. The functor pt being faithful, it reflects monos. We conclude that e is
both a mono and a regular epi in X, whence an iso. Therefore, f is an isomorphism.



1900 VINCENZO MARRA AND LUCA REGGIO

Let C be an extensive category with finite limits. An object X in C is decidable
provided the diagonal morphism δX : X → X × X is complemented, i.e. there exists a
morphism εX : Y → X ×X in C such that

X X ×X Y
δX εX

is a coproduct diagram. The class of decidable objects contains the initial and terminal
objects, and is closed under taking subobjects, finite products, and finite coproducts. For
instance, the decidable objects in Top are the discrete spaces, while in KH they are the
finite discrete spaces. See [Carboni & Janelidze, 1996] for a proof of these statements,
and for the basics of the theory of decidable objects. Throughout, we denote by Dec C
the full subcategory of C on the decidable objects.

7.3. Lemma. Let X be a non-trivial positive coherent category which is well-pointed and
filtral. The functor Spec : X → KH from (8) is well-defined and preserves decidable
objects.

Proof. To see that the functor Spec : X → KH is well-defined, it is enough to verify
that X satisfies the properties in Assumption 4.5. In turn, this follows from Lemma 7.1.

For the second part of the statement, let X be a decidable object in X, and Y → X×X
the complement of the diagonal of X. Since Spec preserves finite limits by Lemma 4.7, the
diagonal of X ×X is mapped to the diagonal of SpecX × SpecX, and admits SpecY as
a complement because Spec preserves finite coproducts (the same proof as for Claim 5.9
applies here). Thus, the functor Spec preserves decidable objects.

7.4. Proposition. Let X be a non-trivial positive coherent category which is well-pointed
and filtral. Further, assume SubX is an atomic lattice for every X in X. Then the functor
Spec : X→ KH restricts to an equivalence between Dec X and the category Setf of finite
sets and functions.

Proof. Since every decidable object in KH is a finite discrete space, Lemma 7.3 entails
that the functor Spec : X → KH restricts to a functor Spec : Dec X → Setf . Because
the former is faithful, so is the latter. Fullness follows at once from the following claim:

7.5. Claim. For every continuous function f : SpecX → SpecY , with SpecY a finite
discrete space, there is a morphism g : X → Y in X such that Spec g = f .

Proof of Claim. Since SpecY is a finite discrete space, f induces a partition of SpecX
into finitely many clopens. By Lemma 3.12, these clopens correspond to complemented
subobjects S1, . . . , Sn of X. Thus, X ∼=

∑n
i=1 Si. For each i ∈ {1, . . . , n}, let pi ∈ ptY

be the value that f assumes on the clopen corresponding to Si. Define the morphism
gi = pi ◦ ! : Si → 1→ Y. Upon writing g =

∑n
i=1 gi : X → Y , we see that Spec g = f .

It remains to show that the functor Spec : Dec X → Setf is essentially surjective.
Suppose Y is a discrete space with n elements. Finite coproducts in X are disjoint and
universal, thus every coproduct injection of

∑n
i=1 1 yields a distinct point of

∑n
i=1 1, and

every point is a coproduct injection. Hence, Y ∼= Spec
∑n

i=1 1. The object
∑n

i=1 1 is
decidable because it is a finite coproduct of decidable objects.
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Call pro-decidable an object of X which is the codirected limit of decidable objects,
and write proDec X for the full subcategory of X on the pro-decidable objects. It turns
out that proDec X is equivalent to the category of Stone spaces and continuous maps:

7.6. Proposition. Let X be a non-trivial positive and coherent category which is well-
pointed, filtral and complete. Further, assume that SubX is an atomic lattice for every
X in X. The functor Spec : X→ KH restricts to an equivalence between proDec X and
Stone.

Proof. The functor Spec : X → KH restricts to a functor Spec : proDec X → Stone
by Lemmas 4.7 and 7.3. Since the former is faithful, so is the latter. Every Stone space
is the codirected limit of finite discrete spaces. Further, each finite discrete space is
isomorphic to one of the form SpecX, for X in Dec X, by Proposition 7.4. Because X
is complete by assumption, and Spec preserves limits by Lemma 4.7, we deduce that
Spec : proDec X→ Stone is essentially surjective. To conclude the proof, we must show
that it is also full.

Assume f : SpecX → SpecY is a continuous function and SpecY is a Stone space.
Then, f is uniquely determined by its compositions with the quotients onto the finite
discrete images of SpecY . Such finite images are in the essential range of the functor
Spec : Dec X→ Setf , so they are of the form pi : SpecY → SpecYi, with each Yi decid-
able. Writing fi = pi ◦ f , the function f is determined by the cone

{fi : SpecX → SpecYi | i ∈ I}.

By Claim 7.5, for each fi there is ϕi : X → Yi such that Specϕi = fi. Similarly, for
each pi : SpecY → SpecYi there is πi : Y → Yi with Spec πi = pi. The functor pt is
conservative by Lemma 7.2, hence so is Spec. It follows that Spec reflects limits. That is,
the limit of the codirected system {πi : Y → Yi | i ∈ I} in X is Y . Let g : X → Y be the
morphism induced by the cone {ϕi : X → Yi | i ∈ I} in X. We have

pi ◦ Spec g = Spec (πi ◦ g) = Specϕi = fi

for every i ∈ I, whence Spec g = f . This concludes the proof.

Recall our characterisation of the category of compact Hausdorff spaces, up to equiv-
alence, as the unique non-trivial pretopos which is well-pointed, filtral, and admits all
set-indexed copowers of its terminal object (Theorem 5.1). In the same spirit, we obtain
the following characterisation of the category of Stone spaces and continuous maps, where
by a strongly filtral coherent category we understand a coherent category in which every
object is filtral.

7.7. Theorem. Up to equivalence, Stone is the unique non-trivial positive and coherent
category which is well-pointed, strongly filtral and complete.
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Proof. First, note that Stone is a non-trivial positive and coherent category which is
well-pointed and complete (cf. Example 5.6). Moreover, every object of Stone is filtral
(cf. Example 4.3).

In the other direction, assume X is a category satisfying the hypotheses in the state-
ment. For any object X of X, we have SubX ∼= F(B(X)). Since F(B(X)) is an atomic
lattice, so is SubX. Therefore, Proposition 7.6 applies to show that the full subcategory
of X on the pro-decidable objects is equivalent to Stone. We claim that every object X
of X is pro-decidable, from which it will follow that X is equivalent to Stone. Since X is
strongly filtral, Lemmas 4.2 and 7.1 imply that SpecX is a Stone space, whence the codi-
rected limit in KH of finite discrete spaces. The functor Spec : X→ KH preserves limits
(Lemma 4.7) and is conservative (Lemma 7.2), thus it reflects limits. Using Claim 7.5,
we conclude that X is the codirected limit in X of decidable objects.

8. The exact completion of Stone

In this last section, we indicate how to exploit Theorem 5.1 to show that the exact
completion of Stone coincides with KH, a folklore result whose proof seems not to have
appeared in print.

If C is any regular category, the coequaliser of an equivalence relation R ⇒ X in C
need not exist, in general. Even if it exists, call it e : X � Y , it may happen that e
“identifies more points than those prescribed by R” (that is, R does not coincide with
the kernel pair of e). This means, in a sense, that C does not have enough quotients to
describe all its equivalence relations. The problem of adding the missing quotients to the
category C, i.e. of completing a regular category to an exact one, has a universal solution.
Recall that a functor between regular categories is exact if it preserves finite limits and
regular epimorphisms. The solution then consists of an exact category Cex/reg—called the
exact, or ex/reg completion of C—along with a fully faithful exact functor

J : C→ Cex/reg

satisfying the following universal property: for every exact category D, precomposition
with J yields an equivalence between the category of exact functors C → D, and the
category of exact functors Cex/reg → D. The category Cex/reg exists and is unique up
to equivalence. Its objects can be identified with the equivalence relations in C, and the
functor J : C → Cex/reg sends an object X in C to its diagonal, that is the identity
relation on X.

The exact completion yields a left adjoint to the (full) forgetful 2-functor from the 2-
category of exact categories and exact functors, to the 2-category of regular categories and
exact functors. In a similar manner, one can define the pretopos completion of a coherent
category. It corresponds to a left adjoint to the (full) forgetful 2-functor from the 2-
category of pretoposes and pretopos morphisms, to the 2-category of coherent categories
and coherent functors (cf. item 1 in Proposition 5.10). For more background on exact and
pretopos completions, we refer the reader to [Carboni & Vitale, 1998] or [Johnstone, 2002,
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A3.3] (where Cex/reg is denoted by Eff(C)), and [Makkai & Reyes, 1977, pp. 255-271],
respectively.

8.1. Theorem. The exact completion of the category Stone of Stone spaces and con-
tinuous maps is the category KH of compact Hausdorff spaces and continuous maps.
Therefore, KH is also the pretopos completion of Stone.

Proof. Let X denote the exact completion of Stone, and J : Stone → X the full and
faithful exact functor satisfying the aforementioned universal property. Because Stone is
extensive, so is X (cf. [Carboni, 1995, Lemma 2.2]). Thus, X is a non-trivial pretopos. To
conclude that X is equivalent to KH, by Theorem 5.1, it suffices to show that X (i) admits
all set-indexed copowers of its terminal object, (ii) is well-pointed and (iii) filtral.

(i) Since J preserves finite limits, it sends the one-point space 1 to the terminal object of
X. The latter can be represented as the unique equivalence relation on 1, i.e. the identity
relation 1 ⇒ 1. A straightforward computation shows that, for any set I, the I-fold
copower of the terminal object in X coincides with the identity relation on

∑
I 1. Hence,

J preserves copowers of the one-point space. In particular, X admits all set-indexed
copowers of the terminal object.

(ii) Observe that the functor J covers its codomain, i.e. for every Y in X there is a
Stone space X and a regular epimorphism J(X) � Y (an equivalence relation on an
object is covered by the identity relation on the same object). In turn, X is covered by
a copower of the one-point space in Stone. Since J preserves regular epimorphisms and
copowers of the one-point space (cf. the previous item), Y is covered in X by a copower
of the terminal object. Therefore, X is well-pointed.

(iii) Note that Sub J(X) ∼= SubX for every Stone space X (see, e.g., [McLarty, 1992,
Lemma 25.21], where Cex/reg is denoted Map(C)). Thus, by Lemmas 4.2 and 7.1, J(X)
is filtral in X. Because J covers its codomain, the category X is filtral.

This shows that KH is the exact completion of Stone. It is not difficult to see that the
functor J : Stone→ X preserves finite coproducts, whence it is coherent (cf. [Johnstone,
2002, Corollary 3.3.10]). Since every coherent functor between pretoposes is a pretopos
morphism, a fact mentioned in Proposition 5.10, it follows that KH is also the pretopos
completion of Stone.
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J. Rosický, Elementary categories, Arch. Math. (Basel) 52 (1989), no. 3, 284–288.

D. I. Schlomiuk, An elementary theory of the category of topological spaces, Trans. Amer.
Math. Soc. 149 (1970), 259–278.

M. H. Stone, The theory of representations for Boolean algebras, Trans. Amer. Math. Soc.
40 (1936), no. 1, 37–111.

W. J. Thron, Lattice-equivalence of topological spaces, Duke Math. J. 29 (1962), no. 4,
671–679.

E. M. Vitale, On the characterization of monadic categories over SET , Cahiers Topologie
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