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PROBABILITY MONADS AS CODENSITY MONADS

RUBEN VAN BELLE

Abstract. We show from a categorical point of view that probability measures on
certain measurable or topological spaces arise canonically as the extension of probability
distributions on countable sets. We do this by constructing probability monads as the
codensity monads of functors that send a countable set to the space of probability
distributions on that set. On (pre)measurable spaces we discuss monads of probability
(pre)measures and their finitely additive analogues. We also give codensity constructions
for monads of Radon measures on compact Hausdorff spaces and compact metric spaces
and for the monad of Baire measures on Hausdorff spaces.

A crucial role in these constructions is given by integral representation theorems, which
we derive from a generalized Daniell-Stone theorem.
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1. Introduction

A probability distribution on a countable set A is defined as a function p : A // [0, 1]
such that ∑

a∈A

p(a) = 1.

For uncountable sets however, this definition is not good any more. Indeed, let p :
A // [0, 1] be a function on an uncountable set A such that

∑
a∈A p(a) = 1; then the

support of p is countable. But this means that p is essentially a probability distribution
on a countable set. Therefore, to express probability distribution on sets such as R
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or C([0,∞),R) we need a different definition. Using measure theory a definition of a
probability measure can be given by Kolmogorov’s axioms.

An endofunctor G on the category of measurable spaces Mble can be defined by
sending a measurable space X to the measurable space of all probability measures on X.
Using Dirac delta probability measures and integration, this endofunctor can be given a
monad structure. This monad is called the Giry monad [7]. Monads on categories of
measurable and topological spaces that are similar to the Giry monad are referred to as
probability monads [8].

The right Kan extension of a functor along itself, assuming that it exists, can be
given a natural monad structure. The obtained monad is called the codensity monad
of that functor [12]. We will show that probability monads can be constructed as the
codensity monads of functors that send a countable set A to the the space of all probability
measures on A. This shows that probability measures arise naturally as the categorical
extension of the more intuitive probability measures on countable sets. We will discuss
this construction for several monads of different kinds of probability measures on different
kinds of measurable and topological spaces.

We begin the paper with the definition of codensity monad (section 2). The rest
of the paper can be divided in two parts. In the first part we will discuss probability
monads on categories of measurable spaces. For completeness we start in section 3 with a
detailed overview of probability measures and integration, which will lead to an integral
representation theorem for probability measures. After this we will construct the Giry
monad and variations of this monad as codensity monads in section 4. Here the integral
representation theorem from before will play a key role. The second part is similar to the
first part, only here we will talk about probability monads on categories of topological
spaces. Again we start with an overview of probability measures and integration on
topological spaces in section 5 and give a slightly more general version of the Daniell-
Stone representation theorem in section 5. This result will allow us to construct the Radon
monad, bounded Lipschitz monad and Baire monad as codensity monads in section 6. In
this section we will also briefly discuss another probability monad and the problems that
arose in the attempt to construct this monad as a codensity monad.

An overview of the results in this paper is given in the following table.

Category Probability monad Theorem
measurable spaces Giry monad 4.2
measurable spaces Giry monad of fin. add. probability measures 4.5

premeasurable spaces Giry monad of probability premeasures 4.7
compact Hausdorff spaces Radon monad 6.4
compact metric spaces Bounded Lipschitz monad 6.10

Hausdorff spaces Baire monad 6.13

Related work: The Giry monad was introduced by Giry in [7]. This monad and the
finitely additive variation of it already have been constructed as codensity monads of in-
clusion functors of certain convex spaces in the category of measurable spaces by Avery in
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[1]. The constructions we will present are different but related to Avery’s constructions.
Avery uses powers of the unit interval and affine maps, while we will use finite and count-
able simplices. The Radon monad originates from work by Semadeni [14] and Swirszcz
[15] and is further discussed in [9] and [8]. The bounded Lipschitz monad is similar to
the Kantorovich monad on the category of compact metric spaces, which was introduced
by van Breugel in [16]. This monad was extended to a monad on complete metric spaces
by Perrone and Fritz [5, 6].

Acknowledgements: I would like to thank Tom Leinster for helpful discussions. I
would also like to thank the anonymous referee for suggesting to decompose the functor

G : Setc //Mble as Setc
j−→ Mble

G−→ Mble and similar decompositions in the other
sections. This led to several simplifications in the proofs and constructions.

2. Codensity monads

Every functor G : D // C that has a left adjoint F : C // D induces a monad on C,
namely the endofunctor GF : C // C together with the unit of the adjunction as unit
of the monad and GϵF as the multiplication of the monad. Suppose now that we have a
functor G : D // C such that the right Kan extension of G along G exists; then G still
induces a monad on C. Let (TG : C // C, γ : TG ◦G //G) be the right Kan extension of
G along G.

There is a natural transformation 1G : 1C ◦ G // G and therefore by the universal
property of right Kan extensions, there exists a unique η : 1C //G such that the following
diagrams are equal:

D

C

G

��

D CG // C

C

??

1C1G

KS

=

D

C

G

��

D CG // C

C

??

TGγ

KS

1C

PP

η[c

There is a natural transformation TGTG ◦ G TGγ−−→ TG ◦ G γ−→ G and therefore by the
universal property of right Kan extensions there exists a unique natural transformation
µ : TGTG // TG such that the following diagrams are equal:

D

C

G

��

D CG // C

C

??

TGTG

KS

=

D

C

G

��

D CG // C

C

??

TGγ

KS

TGTG

PP

µ[c

2.1. Proposition. The triple (TG, η, µ) is a monad.

A proof for this result can be found in section 2 of [12]. The monad in Proposition 2.1
is called the codensity monad of G.
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2.2. Example. The codensity monad of a right adjoint functor G : D //C is the monad
induced by the adjunction. This follows from the fact that RanGG = GF , where F is the
left adjoint of G.

2.3. Example. [Kennison and Gildenhuys] Let Setf be the category of finite sets and
maps. The codensity monad of the inclusion functor Setf //Set is the ultrafilter monad.
This is a result from [10].

The following result, which follows from Theorem 3.7.2 in [3], will be useful to find
codensity monads of certain functors.

2.4. Proposition. Let G : D //C be a functor, where D is an essentially small category
and C is a complete category. Then the codensity monad of G exists and

TG(X) ∼= lim(X ↓ G U−→ D G−→ C)

for every object X in C. Here U : X ↓ G //D is the forgetful functor.

3. Premeasurable spaces

In this section we will discuss probability premeasures and their finitely additive analogues
on premeasurable spaces. We will give an overview of results on integration with respect to
a probability premeasure and end the section with an integral representation theorem. In
the case of probability measures, these correspond to standard results in measure theory.
Premeasures play an important role in extension theorems such as the Carathéodory
extension theorem. Because integration with respect to a premeasure is far less common
than the usual Lebesgue integral, we will give detailed proofs for all results.

We will call a set X together with an algebra of subsets BX (i.e. a family of subsets of
X that is closed under complements and finite intersections) a premeasurable space.
We say that a map f : X // Y between premeasurable spaces is premeasurable if
f−1(BY ) ⊆ BX .

Let P : BX // [0, 1] be a function such that P(X) = 1. The function P is called
a probability premeasure if P (

⋃∞
n=1An) =

∑∞
n=1 P(An) for every pairwise disjoint

collection (An)
∞
n=1 of subsets in BX such that

⋃∞
n=1An is also in BX . We say that P is a

probability measure if BX is a σ-algebra. If we only have that P(A∪B) = P(A)+P(B)
for disjoint subsets A and B in BX , then we call P a finitely additive probability
premeasure. This is also known as a charge. If BX is a σ-algebra we say that P is a
finitely additive probability measure. Note that every probability (pre)measure is a
finitely additive probability (pre)measure.

3.1. Example. The set [0, 1] together with the smallest algebra that contains all the
open intervals of [0, 1] is a premeasurable space.

Let (X,BX) be a premeasurable space. We will call a function s : X // [0, 1] a
simple function on X if there exists a natural number n ≥ 1 and a1, a2, . . . , an ∈ [0, 1]
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and A1, A2, . . . , An ∈ BX such that

s =
n∑
k=1

ak1Ak
.

Note that a simple function is always premeasurable. The collection of simple functions
on X is denoted by Simp(X, [0, 1]). Given a finitely additive probability premeasure P,
we can define a map JP : Simp(X, [0, 1]) // [0, 1] by the assignment

n∑
k=1

ak1Ak
7→

n∑
k=1

akP(Ak).

Because BX is closed under complements and finite unions, we can use a common refine-
ment argument to show that the assignment is independent of the representation of the
simple function.

Again using a common refinement argument, we obtain the following proposition.

3.2. Proposition. For simple functions s, t : X //[0, 1] such that s+t ≤ 1 and r ∈ [0, 1],
we have that also s+t and rs are simple functions. Furthermore, JP(s+t) = JP(s)+JP(t)
and JP(rs) = rJP(s). If s ≤ t, then also t− s is a simple function and JP(s) ≤ JP(t).

The following useful lemma follows from the construction described in the proof of
Corollary 4.5.9 in [2].

3.3. Lemma. Let f : X // [0, 1] be a premeasurable map. There exists an increasing
sequence (sn)n of simple functions that converges uniformly to f and there exists a de-
creasing sequence (tn)n of simple functions that converges uniformly to f .

Let PreMble(X, [0, 1]) be the set of premeasurable maps from X to [0, 1]. We define
a map IP : PreMble(X, [0, 1]) // [0, 1] by the assignment

f 7→ sup {JP(s) | s ≤ f and s ∈ Simp(X, [0, 1])} .

This map is well-defined because JP is order preserving by Proposition 3.2.
The following proposition summarizes results about the additivity and continuity of

IP. In the case of probability measures, these are classical results in measure theory. For
finitely additive probability premeausres these are lesser-known. Similar results have been
discussed in [17].

3.4. Proposition. Let X be a premeasurable space and let P be a finitely additive prob-
ability premeasure on X. We have the following properties:

(i) For a simple function s : X //[0, 1], we have IP(s) = JP(s). In particular IP(1) = 1.

(ii) For premeasurable functions f, g : X //[0, 1] such that f ≤ g, we have IP(f) ≤ IP(g).
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(iii) For a premeasurable map f : X // [0, 1],

IP(f) = inf {JP(s) | s ≥ f and s ∈ Simp(X, [0, 1])} .

(iv) For premeasurable maps f, g : X // [0, 1] such that also f+g ∈ PreMble(X, [0, 1]),
we have IP(f + g) = IP(f) + IP(g).

(v) Suppose that P is a probability premeasure. For an increasing sequence of premea-
surable maps (fn : X // [0, 1])∞n=1 such that f := limn→∞ fn is also premeasurable,
limn→∞ IP(fn) = IP(f).

(vi) Let (fn : X // [0, 1])∞n=1 be a collection of premeasurable maps such that f :=∑∞
n=1 fn is also an element of PreMble(X, [0, 1]). If P is a probability premeasure,

then

IP(f) =
∞∑
n=1

IP(fn).

Proof.

(i) Since s ≤ s it follows by the definition of I that JP(s) ≤ IP(s). For every simple
function t such that t ≤ s we have by Proposition 3.2 that JP(t) ≤ JP(s) and
therefore IP(s) ≤ JP(s).

(ii) This follows from the fact that for a simple function s such that s ≤ f we also have
s ≤ g.

(iii) The ‘≤’ inequality is clear. Now consider an ϵ ∈ (0, 1] and simple functions s and
t such that s ≤ f ≤ t and such that ∥t − s∥∞ ≤ ϵ, which exist by Lemma 3.3. We
find the following inequalities:

JP(t) = JP(t− s+ s) = JP(t− s) + JP(s) ≤ JP(ϵ) + JP(s) ≤ ϵ+ IP(f).

Here we used Proposition 3.2 and the definition of IP. The other inequality now
follows.

(iv) Let ϵ > 0. By the definition of JP and (iii), there exist simple functions sf , tf , sg
and tg such that sf ≤ f ≤ tf and sg ≤ g ≤ tg and such that

JP(tf )− ϵ ≤ IP(f) ≤ JP(sf ) + ϵ

and
JP(tg)− ϵ ≤ IP(g) ≤ JP(tf ) + ϵ.

Since sf + sg and (tf + tg)∧ 1 are simple functions by Proposition 3.2 and sf + sg ≤
f + g ≤ (tf + tg) ∧ 1, we find that

IP(f + g)− 2ϵ ≤ JP((tf + tg) ∧ 1)− 2ϵ ≤ JP(tf ) + JP(tg)− 2ϵ ≤ IP(f) + IP(g)
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and

IP(f) + IP(g) ≤ JP(sf ) + JP(sg) + 2ϵ = JP(sf + sg) + 2ϵ ≤ IP(f + g) + 2ϵ.

Here we again used Proposition 3.2 and (iii) and the definition of IP. The result
follows by letting ϵ→ 0.

(v) Since fn ≤ f we have by (ii) that IP(fn) ≤ IP(f) and therefore limn→∞ IP(fn) ≤
IP(f). Now consider a simple function s =

∑m
k=1 ak1Ak

such that s ≤ f . For
r ∈ [0, 1) and a natural number n define the set

En,r := {x ∈ X | fn(x) ≥ rs(x)} .

Note that En,r =
⋃m
k=1(f

−1
n ([rak, 1]) ∩ Ak) and therefore it is a subset in BX .

The function rs1En,r is simple and satisfies rs1En,r ≤ fn. It follows now that

IP(fn) ≥ JP(rs1En,r) =
m∑
k=1

rakP(Ak ∩ En,r).

Taking the limit n→ ∞ on both sides of the inequality gives us that

lim
n→∞

IP(fn) ≥
m∑
k=1

rak

(
lim
n→∞

P(Ak ∩ En,r)
)
. (1)

It is easy to verify that (En,r)n∈N increases to X. Now define F1,r := E1,r and
Fn,r := En,r \ Fn−1,r and note that (Fn,r ∩Ak)n∈N is a collection of pairwise disjoint
subsets in BX such that their union is Ak. Using that P is a probability premeasure
we find that

P(Ak) =
∞∑
n=1

P(Fn,r ∩ Ak) = lim
n→∞

P

(
n⋃
l=1

Fl,r ∩ Ak

)
= lim

n→∞
P(En,r ∩ Ak) (2)

Combining (1) and (2) gives us limn→∞ IP(fn) ≥ rJ(s) for all r ∈ [0, 1), which
implies that

lim
n→∞

IP(fn) ≥ JP(s).

Since this holds for any simple function s such that s ≤ f , we can conclude that
limn→∞ IP(fn) ≥ IP(f).

(vi) We first show the result for the case that every fn is simple. Because the finite sum
of simple functions is again a simple function we can use (iv) and (v) to show the
following equalities 1:

1Note that the finite sum of premeasurable mapsX //[0, 1] is not necessarily premeasurable. Consider
for example the set [0, 1]2 endowed with the Boolean algebra generated by open rectangles. The two
projection maps π1, π2 : [0, 1]2 // [0, 1] are premeasurable, but their sum is not.
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IP(f) = IP

(
lim

n //∞

n∑
k=1

fk

)
= lim

n //∞
IP

(
n∑
k=1

fk

)
= lim

n //∞

n∑
k=1

IP(fk) =
∞∑
n=1

IP(fk).

For the general case we use Lemma 3.3 to write fn as
∑∞

k=1 sk,n, where sk,n is a
simple function for every k and n. This gives us that

f =
∞∑
n=1

∞∑
k=1

sk,n.

Let ψ : N\{0} //N\{0}×N\{0} be a bijection. We can now rewrite f as follows:

f =
∞∑
m=1

sψ(m).

By the above it follows now that

IP(f) =
∞∑
m=1

IP(sψ(m)) =
∞∑
n=1

∞∑
k=1

IP(sk,n) =
∞∑
n=1

IP(fn).

3.5. Remark. In the case that BX is a σ-algebra, IP becomes the usual integration oper-
ation and Proposition 3.4(v) and (vi) become the usual monotone convergence theorems.
Therefore we will also for the other cases write

∫
X
fdP or

∫
X
f(x)P(dx) for IP(f).

3.6. Proposition. Let I : PreMble(X, [0, 1]) // [0, 1] be a map such that I(1) = 1. If
I(f + g) = I(f)+ I(g) for all premeasurable maps f, g : X // [0, 1] such that also f + g ∈
PreMble(X, [0, 1]), then there exists a unique finitely additive probability premeasure P
such that

I = IP.

Proof. Define P(A) := I(1A) for all A in ΣX . Clearly, P is a finitely additive probability
premeasure.

We have I(qf) = qI(f) for all q ∈ [0, 1] ∩ Q and for all premeasurable functions
f : X // [0, 1]. For a simple function s such that s ≤ f we have that f − s is a
premeasurable function and it follows that I(s) ≤ I(f).

For a premeasurable function f : X // [0, 1] and for ϵ > 0 there exists a simple
function s =

∑m
k=1 ak1Ak

≤ f such that IP(f) ≤
∑m

k=1 akP(Ak) + ϵ. We can assume that
ak is an element of [0, 1] ∩Q for every k. We now see that

IP(f) ≤
m∑
k=1

akI(1Ak
) + ϵ = I(s) + ϵ ≤ I(f) + ϵ.
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Letting ϵ → 0 gives us that IP(f) ≤ I(f). Using Proposition 3.4(iii) we obtain the other
inequality in a similar way.

Let P′ be another finitely additive probability premeasure with this property; then

P′(A) = IP′(1A) = I(1A) = IP(1A) = P(A)

for every A in BX . This implies P′ = P.

3.7. Proposition. Let I : PreMble(X, [0, 1]) // [0, 1] be a map such that I(1) = 1. If
I (
∑∞

n=1 fn) =
∑∞

n=1 I(fn) for every collection of premeasurable maps (fn : X // [0, 1])∞n=1

such that f :=
∑

n∈A fn is also an element of PreMble(X, [0, 1]) for every finite or
cofinite subset A of N \ {0}, then there exists a unique probability premeasure P such that

I = IP.

Proof. By Proposition 3.6 there exists a unique finitely additive probability measure P
such that I = IP. For a pairwise disjoint collection (An)

∞
n=1 in BX such that

⋃∞
n=1An is

also an element of BX , we see that
∑

n∈A 1An is premeasurable for every finite or cofinite
subset A of N \ {0}. It follows now that

P

(
∞⋃
n=1

An

)
= IP

(
∞∑
n=1

1An

)
=

∞∑
n=1

IP(An) =
∞∑
n=1

P(An)

3.8. Corollary. Let I : Mble(X, [0, 1]) // [0, 1] be a map such that I(1) = 1. If
I (
∑∞

n=1 fn) =
∑∞

n=1 I(fn) for every collection of measurable maps (fn : X // [0, 1])∞n=1

such that
∑∞

n=1 fn ≤ 1, then there exists a unique probability measure P such that

I = IP.

4. Probability monads on categories of premeasurable spaces

In this section we will present several monads of (finitely additive) probability premeasures
on categories of (pre)measurable spaces. We explain how each of these monads can be
constructed as a codensity monad.

We will denote the category of measurable spaces and measurable maps by Mble and
the category of premeausrable spaces and premeasurable maps by PreMble. We write
Setc for the category of countable sets and functions.

Giry monad of probability measures. Here we will discuss the monad of probability
measures on the category of measurable spaces, which is known as the Giry monad. We
show how this monad arises as the codensity monad of a functor G : Setc //Mble.

Let (X,ΣX) be a measurable space and let GX be the set of all probability measures
on X. For a measurable subset A of X let evA : GX // [0, 1] denote the function defined
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by the assignment P 7→ P(A). The set GX becomes a measurable space by endowing it
with the smallest σ-algebra that makes evA measurable for all A in ΣX . We will denote
this measurable space also by GX.

Let f : X // Y be a measurable map between measurable spaces X and Y . Every
probability measure P induces a probability measure P ◦ f−1 on Y which is defined by

P ◦ f−1(B) := P(f−1(B))

for all B in ΣY . This probability measure is called the pushforward measure. The
assignment P 7→ P ◦ f−1 defines a map GX // GY , which we will denote by Gf . It can
be checked that Gf is measurable.

Let Mble be the category of measurable spaces and measurable maps. The assign-
ments X 7→ GX and f 7→ Gf define a functor G : Mble //Mble.

For every measurable space X we have a measurable map ηX : X // GX that sends
an element x ∈ X to the probability measure δx that is defined by

δx(A) :=

{
1 if x ∈ A

0 otherwise.
(3)

Moreover, these maps form a natural transformation η : 1Mble
// G.

We also have a measurable map µX : GGX // GX that sends a probability measure
P on GX to the probability measure µX(P) on X that is defined by

µX(P)(A) :=

∫
GX

P(A)P(dP) (4)

for all A ∈ ΣX . Also these maps form a natural transformation µ : GG // G.

4.1. Proposition. [Giry, [7]] The triple (G, η, µ) is a monad.

The monad in Proposition 4.1 is called theGiry monad (of probability measures).
Every countable set A can be turned into a measurable space, namely the set A

endowed with the whole powerset of A as σ-algebra. Every function of countable sets be-
comes measurable with respect to these σ-algebras. This leads to a functor j : Setc //Mble.
Define the functor G as

Setc
j−→ Mble

G−→ Mble

This means that for a countable set A the underlying set of GA is equal to

{(pa)a ∈ [0, 1]A |
∑
a∈A

pa = 1}.

For a map f : X //GA we will use the notation fa to mean ev{a} ◦ f . Note that a map
f : X //GA is measurable if and only if fa is measurable for every a.

For a map of countable sets f : A //B the measurable map Gf : GA //GB is given
by the assignment

(pa)a∈A 7→

 ∑
a∈f−1(b)

pa


b∈B

.
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4.2. Theorem. The Giry monad is the codensity monad of G.

Proof. Proposition 2.4 tells us that the codensity monad of G exists. We will now show
that for all measurable spaces X,

G(X) ∼= lim(X ↓ G U−→ Setc
G−→ Mble).

Proposition 2.4 then implies that TG(X) ∼= G(X) for all measurable spaces X.
For a measurable map f : X //GA define a map pf as

GX Gf−→ GGjA
µjA−−→ GjA = GA.

This means that for P ∈ GX,

pf (P) =
(∫

X

fadP
)
a∈A

.

Consider a commutative triangle

GA GB
Gs

//

X

GA

f

��

X

GB

g

��

We have the following equalities:

Gs ◦ pf = Gs ◦ µjA ◦ Gf
= Gjs ◦ µjA ◦ Gf
= µjB ◦ GGjs ◦ Gf
= µjB ◦ Gg = pg

In more measure theoretic terms this means that for a probability measure P on X
and an element b in B we have the following:

(Gs ◦ pf )(P)b =
∑

a∈s−1(b)

pf (P)a

=
∑

a∈s−1(b)

∫
X

fadP

=

∫
X

∑
a∈s−1(b)

fadP

=

∫
X

(Gs ◦ f)bdP

=

∫
X

gbdP = pg(P)b.
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We can conclude that (GX, (pf )f ) forms a cone over the diagram X ↓ G U−→ Setc
G−→

Mble. We will now show that this is the limiting cone of the diagram. To do this let
us consider some cone (Y, (qf )f ) over the diagram. Let 2 := {0, 1} and 1 := {0}. For a

measurable map f : X // [0, 1] let f̂ : X // G2 be the measurable map that sends an
element x in X to (1− f(x), f(x)).

For an element y ∈ Y define a map Iy : Mble(X, [0, 1]) // [0, 1] by

Iy(f) := qf̂ (y)1.

Let t : 1 // 2 be the map that sends 0 to 1 and let e be the unique measurable map
X //G1. We find the following commutative triangle:

G2 G1
Gt

//

X

G2

1̂

��

X

G1

e

��

Because (Y, (qf )f ) is a cone over the diagram we also have that the following triangle
commutes:

G2 G1
Gt

//

Y

G2

q1̂

��

Y

G1

qe

��

It now follows that Iy(1) = q1̂(y)1 = 1.
For a collection (fn : X // [0, 1])∞n=1 of measurable maps such that f :=

∑∞
n=1 fn is

also an element of Mble(X, [0, 1]), let h : X // GN be the measurable map defined by
h(x)n := fn(x) for n ≥ 1 and h(x)0 := 1 − f(x). For n ≥ 1 let sn : N // 2 be the map
that sends n to 1 and every other element to 0. Let s : N // 2 be the map that sends 0
to 0 and every other element to 1. We have the following commutative diagrams:

GN G2
Gsn

//

X

GN

h

��

X

G2

f̂n

��
GN G2

Gs
//

X

GN

h

��

X

G2

f̂

��

Therefore also the following triangles commute:

GN G2
Gsn

//

Y

GN

qh

��

Y

G2

q
f̂n

��
GN G2

Gs
//

Y

GN

qh

��

Y

G2

q
f̂

��
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It follows now that

Iy(f0) = qf̂ (y)1 = (Gs ◦ qh(y))1 =
∑
n∈N

qh(y)n (5)

and that for every n ≥ 1,

Iy(fn) = qf̂n(y)1 = (Gsn ◦ qh(y))1 = qh(y)n. (6)

Combining (5) and (6) gives us that Iy(f) =
∑

n∈N Iy(fn). By Corollary 3.8 it follows
that there exists a unique probability measure Py such that Iy = IPy . The assignment
y 7→ Py defines a map q : Y // GX. We have that evA ◦ q = (q1̂A)1 for all A ∈ ΣX and
therefore q is measurable.

Let f : X //GA be a measurable map and let a be an element of A. Let sa : A //2 be
the map that sends a to 1 and every other element to 0. Since we have that Gsa ◦ f = f̂a
we also have that Gsa ◦ qf = qf̂a . In particular we find for every y ∈ Y that

Iy(fa) = qf̂a(y)1 = (Gsa ◦ qf (y))1 = qf (y)a.

Using this we obtain for every y ∈ Y and for every a ∈ A that

pf ◦ q(y)a = IPy(fa) = Iy(f)a = qf (y)a.

This shows that q is a morphism of cones from (GX, (pf )f ) to (Y, (qf )f ).
Let q̃ : Y // GX be another morphism of cones. Then for every measurable subset A

of X and for every y in Y we have that

q̃(y)(A) = (p1̂A ◦ q̃(y))1 = q1̂A(y)1 = q(y)(A).

This shows that q̃ = q and therefore (GX, (pf )f ) is the limiting cone over the diagram.
This implies that G(X) ∼= TG(X) for all measurable spaces X. Moreover this induces a
natural isomorphism G ∼= TG.

It is straightforward to check that the unit and multiplication of the codensity monad
of G are equal to the unit and multiplication of the Giry monad.

4.3. Remark. While Theorem 4.2 states that RanGG = G, it is also true that RanjG =
G. This construction immediately gives probability measures as set functions, without
using an integral representation theorem.

4.4. Remark. A different construction for the Giry monad as a codensity monad is given
in [1]. Avery shows that the codensity monad of the inclusion of the category of powers
of the unit interval and affine maps in Mble is isomorphic to the Giry monad.

Giry monad of finitely additive probability measures. In the same way as the
Giry monad of probability measures was defined, we can define a monad (Gf , η, µ) of
finitely additive probability measures on Mble. We call this monad the Giry monad of
finitely additive probability measures.

Let Setf be the category of finite sets and maps and let i : Setf // Setc be the
inclusion functor. Let G : Setc //Mble be as in the previous subsection and define
Gf := G ◦ i.
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4.5. Theorem. The Giry monad of finitely additive probability measures is the codensity
monad of Gf .

The proof for Theorem 4.5 is similar to the proof of Theorem 4.2. There are two
places where the proof is slightly different. First, instead of using a countable index set
N, it is now enough to use a finite index set. Second, for this proof we use the integral
representation result Proposition 3.6 instead of Corollary 3.8.

Giry monad of probability premeasures. In this section we will discuss how the
monad of probability premeasures on the category of premeasurable spaces arises as the
codensity monad of a functor Gp. This functor Gp is similar to the functor G in the
previous section, however here the domain needs to be restricted to finite maps, because
we are working with premeasurable maps.

Let (X,BX) be a premeasurable space and let GpX be the set of all probability pre-
measures on X. For A ∈ BX , let evA : Gp(X) // [0, 1] be the map that sends a probability
premeasure P to P(A). The set GpX becomes a premeasurable space by endowing it with
the smallest algebra that makes evA premeasurable for all A ∈ BX . We will denote this
premeasurable space also by GpX.

Every premeasurable map f : X //Y induces a premeasurable map Gp : GpX //GpY
by pushing forward probability premeasures along f .

Let PreMble be the category of premeasurable spaces and premeasurable maps. The
above defines a functor Gf : PreMble //PreMble.

We can define natural transformations ηp : 1PreMble
// Gp and µp : GpGp // Gp in a

similar way as we defined the unit (3) and the multiplication (4) for the Giry monad of
probability measures.

Similarly as in Proposition 4.1 this construction gives us a monad.

4.6. Proposition. The triple (Gp, ηp, µp) is a monad.

We call the monad in Proposition 4.6 theGiry monad of probability premeasures.
For a countable set A let FA be the set of all finite and cofinite subsets of A. A map

f : A // B between countable sets is called a finite map if f−1(FB) ⊆ FA. Note that
the composition of finite maps is a finite map. Let Setfc be the category of finite sets and
finite maps. Every countable set A can be turned into a premeasurable space, namely the
set A together with the algebra FA. Every finite map between countable sets becomes
premeasurable with respect to these algebras. We obtain a functor jp : Set

f
c

//PreMble.
Now define the functor Gp as

Setfc
jp−→ PreMble

Gp−→ PreMble.

For a countable set A the space GpA is the set {(pa)a ∈ [0, 1]A |
∑

a∈A pa = 1} together
with the smallest algebra that makes evA′ premeasurable for every finite or cofinite subset
A′ of A. A map f : X // GpA is premeasurable if and only if evA′ ◦ f is premeasurable
for every A′ ∈ FA.
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For a finite map of countable sets f : A //B the premeasurable map

Gpf : GpA //GpB

is given by the assignment

(pa)a∈A 7→

 ∑
a∈f−1(b)

pa


b∈B

4.7. Theorem. The Giry monad of probability premeasures is the codensity monad of
G.

Because all the maps between countable sets in the proof of Theorem 4.2 were finite,
we can use a similar argument to prove Theorem 4.7. However now we need to use
Proposition 3.7 instead of its corollary (Corollary 3.8).

4.8. Remark. Let i : Setfc //Setc be the inclusion functor. We have that the codensity
monad of Gi is the Giry monad of probability measures, since in the proof of Theorem 4.2
we only used finite maps.

5. Hausdorff spaces

In section 3 we presented several results about probability measures on measurable spaces.
If we assume that the measurable space has more structure, we can say more about the
probability measures on that space. This will be the topic of the current section. We
will assume extra topological structure on the space and study the consequences for the
probability measures on that space. We end the section by a generalized Daniell-Stone
theorem.

Probability measures on Hausdorff spaces. Let X be a Hausdorff space. The
smallest σ-algebra that contains all the open sets of X is called the Borel σ-algebra
and is denoted by BoX . The smallest σ-algebra that makes all the continuous functions
f : X // [0, 1] measurable is called the Baire σ-algbera and is denoted by BaX . The
following result, which is Theorem 7.1.1 in [4], states that for metric spaces these σ-
algebras are the same.

5.1. Proposition. For every Hausdorff space X we have that BaX ⊆ BoX . For a metric
space X we have that BaX = BoX .

A probability measure on (X,BoX) is called a Borel probability measure and a
probability measure on (X,BaX) a Baire probability measure. A Borel probability
measure P is called a Radon probability measure if

P(A) = sup{P(K) | K ⊆ A and K is compact}

for all A in BoX . The next result tells us that on compact Hausdorff spaces, Baire
probability measures correspond to Radon probability measures.
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5.2. Proposition. Every Baire probability measure on a compact Hausdorff space can
be extended uniquely to a Radon probability measure.

A proof for Proposition 5.2 can be found in [4] (Theorem 7.1.5).

Representations of probability measures on Hausdorff spaces. For a collec-
tion L of real-valued functions on a set X let σ(L) denote the smallest σ-algebra on X
such that every f ∈ L is measurable. Note that this σ-algebra is generated by sets of the
form {f > r} := {x ∈ X | f(x) > r} for f ∈ L and r ∈ R.

5.3. Definition. Let X be a set and let L ⊆ [0,∞)X be a subset of non-negative valued
functions on X together with the pointwise ordering. Let NL := {nf | f ∈ L}. We call L
a weak integration lattice2 if:

• 1 ∈ L,

• for all f, g ∈ L we have f ∨ g, f ∧ g, f ∨ g − f ∧ g ∈ NL,

• for all f ∈ L and for all n ∈ N, nf ∧ 1 ∈ NL and

• for all f ∈ L and for all r ∈ [0, 1], rf ∈ L.

5.4. Definition. We call a map I : L // [0,∞) a weak integration operator if
I(1) = 1 and for every collection (fn)n∈N in L such that f :=

∑
n∈N fn ∈ L, we have

I(f) =
∑

n∈N I(fn).

The following result is the Daniell-Stone representation theorem with weaker condi-
tions. A proof, based on [11], is given in the Appendix.

5.5. Theorem. Let I be a weak integration operator on a weak integration lattice L on
a set X. There exists a unique probability measure P on (X, σ(L)) such that

IP(f) = I(f)

for all f ∈ L.

5.6. Proposition. Let X be a compact Hausdorff space and let L be a weak integration
lattice such that every f ∈ L is continuous and such that f + g ∈ NL for all f, g ∈ L.
Let I : L // [0,∞) be a function such that I(f + g) = I(f) + I(g) for f, g ∈ L with
f + g ∈ L. Suppose also that I(1) = 1. Then there exists a unique probability measure P
on (X, σ(L)) such that IP(f) = I(f) for f ∈ L.

The proof of Proposition 5.6 of this is given in the appendix. The proof relies on Dini’s
theorem.

The above integral representation theorem can be used to prove several integral rep-
resentation theorems of probability measures on certain topological spaces.

2We use the term weak to indicate that this is the weaker version of the integration lattices discussed
in the Appendix. For example, the subset of all 1-Lipschitz functions on a metric space form a weak
integration lattice, but not an integration lattice.
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5.7. Example. Let X be a metric space and let L be the set of all 1-Lipschitz functions
on X taking values in [0, 1]. Then L is a weak integration lattice and σ(L) = BaX = BoX .
To see this, observe that for every closed set A, the function fA := d(·, A)∧1 : X // [0, 1]
is 1-Lipschitz and A = f−1

A (0) ∈ σ(L). Therefore BoX ⊆ σ(L) and clearly σ(L) ⊆ BaX .
It follows now by Theorem 5.5 that every weak integration operator I on L induces a

unique Borel probability measure on X such that IP = I.

5.8. Example. Let (X, d) be a metric space. A Borel probability measure P on X is
said to have finite moment if for all x ∈ X we have∫

X

d(x, y)P(dy) <∞.

Let X be a metric space and let L be the set of all 1-Lipschitz functions on X taking
values in [0,∞). Then L is a weak integration lattice and σ(L) = BaX = BoX . The-
orem 5.5 now tells us that there exists a unique Borel probability measure P such that
IP = I. Since for every x ∈ X the function d(x, ·) : X // [0,∞) is a 1-Lipschitz function,
we find ∫

X

d(x, y)P(dy) = IP(d(x, ·)) = I(d(x, ·)) <∞

and therefore P has finite moment.

5.9. Example. In Example 5.7 and 5.8 we can also use all Lipschitz maps instead of
only the 1-Lipschitz maps.

5.10. Example. [Riesz-Markov representation theorem] Let X be a compact Hausdorff
space and let L be the set of all continuous functions on X taking values in [0, 1]. Then
L is a weak integration lattice and σ(L) = BaX .

Let I : L // [0, 1] be a function such that I(1) = 1 and such that I preserves binary
sums that exist in L. Then Proposition 5.6 gives us a unique Baire probability measure
P on X such that IP(f) = I(f) for all f ∈ L. Note that by Proposition 5.2 the Baire
probability measure P can be uniquely extended to a Radon probability measure.

5.11. Example. Let X be a compact metric space and let L be the set of all 1-Lipschitz
functions on X taking values in [0, 1]. Then L is a weak integration lattice that satisfies
the conditions of Proposition 5.6.

Therefore for a function I : L // [0, 1] such that I(f +g) = I(f)+ I(g) for all f, g ∈ L
with f + g also in L and such that I(1) = 1, there exists a unique Radon probability
measure P on X such that IP = I.

5.12. Example. Let X be a Hausdorff space and let L be the set of continuous functions
X // [0, 1]. We see that L is a weak integration lattice and σ(L) = BaX . Using Theo-
rem 5.5 we see that for every weak integration operator I on L there is a unique Baire
probability measure P such that IP = I.
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6. Probability monads on categories of Hausdorff spaces

In this section we will present monads of Radon probability measures and Baire probability
measures and explain how they arise as codensity monads. We will introduce two new
probability monads: the bounded Lipschitz monad and the Baire monad.

We write Haus for the category of Hausdorff spaces and continuous maps. The full
subcategory of compact Hausdorff spaces is denoted by CH. The category of compact
metric spaces and 1-Lipschitz maps is denoted by KMet1. For the category of finite sets
and functions we write Setf .

Radon monad. We will discuss a monad of Radon probability measures on the category
of compact Hausdorff spaces, known as the Radon monad. This monad was first intro-
duced in [14] and [15] and further discussed in [8] and [9]. We explain how this monad can
be constructed as the codensity monad of a functor R : Setf //CH. Although Radon
probability measures are σ-additive, the domain of R is the category of finite sets and
maps. Note that compact Hausdorff spaces arise as the algebras of the codensity monad
of the inclusion Setf // Set (i.e. the ultrafilter monad) as discussed in [10] and [12].

Let X be a topological space and let RX be the set of all Radon probability mea-
sures on X. Endow RX with the smallest topology such that the evaluation map
evf : RX // [0, 1], that sends P to

∫
X
fdP, becomes continuous for every continuous

function f : X // [0, 1]. This is the topology of weak convergence of probability mea-
sures. We will denote the obtained topological space also by RX.

The following result follows from the Banach-Alaoglu theorem (section 3.15 in [13]).

6.1. Proposition. The topological space RX is a compact Hausdorff space.

6.2. Lemma. Let f : X //Y be a continuous function between compact Hausdorff spaces
and let P be a Radon probability measure on X. Then also P ◦ f−1 is a Radon probability
measure. Furtermore, the assignment P 7→ P ◦ f−1 defines a continuous function Rf :
RX //RY .

The proof of Lemma 6.2 is elementary.
Using Proposition 6.1 and Lemma 6.2 we can define a functor R : CH //CH.
For a compact Hausdorff X we can define maps ηX : X //RX and µX : RRX //RX

in the same way as we did for the Giry monad. These maps are well-defined and continuous
and they induce natural transformations η : 1CH

//R and µ : RR //R.
As has often been observed [8, 9, 14, 15]:

6.3. Proposition. The triple (R, η, µ) is a monad.

The monad in Proposition 6.3 is called the Radon monad.
Every finite set A endowed with the whole powerset as topology, forms a compact

Hausdorff space. Every map of finite sets is continuous with respect to these topologies.
This gives a functor k : Setf //CH.

We will now consider the functor R which is defined as

Setf
k−→ CH

R−→ CH
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This means that for a finite set A, the space RA is the subspace of [0, 1]A of all families
(pa)a such that

∑
a∈A pa = 1. A map of finite sets f : A // B induces a continuous map

Rf : RA //RB that sends an element (pa)a∈A to (
∑

a∈f−1(b) pa)b∈B.

6.4. Theorem. The Radon monad is the codensity monad of R.

Proof. By Proposition 2.4 it follows that the codensity monad of R exists. Let X be a
compact Hausdorff space. We will now show that

R(X) ∼= lim(X ↓ R U−→ Setf
R−→ CH).

Proposition 2.4 then implies that TR(X) ∼= R(X) for all compact Hausdorff spaces X.
For a continuous function f : X //RA, define a map pf : RX //RA by

RX Rf−−→ RRkA µkA−−→ RkA = RA.

That means that

pf (P) :=
(∫

X

fadP
)
a∈A

.

In the same way as in the proof of Theorem 4.2 we can show that (RX, (pf )f ) is a cone

over the diagramX ↓ R U−→ Setf
R−→ CH. Let (Y, (qf )f ) be a cone over the diagram. In the

same way as in the proof of Theorem 4.2, we can define a map Iy : CH(X, [0, 1]) // [0, 1]
and show that this map sends 1 to 1 and preserves binary sums that exist in CH(X, [0, 1]).
Now by Example 5.10, we know that there exists a unique Radon probability measure Py
on X such that Iy(f) =

∫
X
fdPy for all continuous functions f : X // [0, 1]. The map

q : Y //RX defined by the assignment y 7→ Py is continuous and is the only morphism
of cones from (Y, (qf )f ) to (RX, (pf )f ). This shows that R(X) ∼= TR(X) for all compact
Hausdorff spaces X. Moreover, this induces a natural isomorphism R ∼= TR. It can be
checked that the unit and multiplication of the Radon monad are the same as those of
the codensity monad of R.

6.5. Remark. The domain of R is the category of finite sets and maps. We would expect
that this would only yield finitely additive measures. However Theorem 6.4 tells us that
the codensity construction gives us Radon probability measures, which are σ-additive.

6.6. Remark. Instead of using the category of all finite sets as the domain of R it is
enough to use the category of sets A with |A| ≤ 3. This is similar to the ultrafilter monad.

Bounded Lipschitz monad. In this section we will consider the metric version of the
Radon monad. We introduce a new monad of Radon probability measures on the category
of compact metric spaces with 1-Lipschitz maps. We show that this monad is the codensity
monad of a functor L. This functor is similar to the functor R in the previous section.

Let X be a compact metric space and define LX to be the metric space of all Radon
probability measures on X together with the metric dLX defined by

dLX(P1,P2) := sup

{∣∣∣∣∫
X

fdP1 −
∫
X

fdP2

∣∣∣∣ | f : X // [0, 1] is a 1-Lipschitz function

}
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for all Radon probability measures P1 and P2 on X. We call this metric the bounded
Lipschitz metric3.

Note that this metric space is homeomorphic to RX as a topological space and there-
fore it is also compact. Using that the composition of 1-Lipschitz functions is a 1-Lipschitz
function we can show that pushing forward along a 1-Lipschitz function f defines a 1-
Lipschitz function Lf .

Let KMet1 be the category of compact metric spaces and 1-Lipschitz maps. The
above defines a functor L : KMet1 //KMet1.

For a compact metric space (X, d) let ηX and µX be the maps as defined for the Radon
monad. For x and y in X we find

dLX(ηX(x), ηX(y)) = sup{|f(x)−f(y)| | f : X //[0, 1]is a 1-Lipschitz function} ≤ d(x, y),

because |f(x) − f(y)| ≤ d(x, y) for every 1-Lipschitz function f : X // [0, 1]. Therefore
ηX is 1-Lipschitz with respect to the bounded Lipschitz metric.

For Radon probability measures P1 and P2 on LX we find for every 1-Lipschitz
function f : X // [0, 1] the following inequality:∣∣∣∣∫

LX
fdµX(P1)−

∫
LX

fdµX(P2)

∣∣∣∣ = ∣∣∣∣∫
LX

evfdP1 −
∫
LX

evfdP2

∣∣∣∣
≤ dLLX(P1,P2)

In the last step we used the fact that the map evf : LX // [0, 1], which sends a Radon
probability measure P to

∫
X
fdP, is 1-Lipschitz. Since f was arbitrary we conclude that

µX is 1-Lipschitz.
It follows now that we have natural transformations 1KMet1

//L and LL //L which
we will also denote by η and µ.

Similar to Proposition 4.1 and Proposition 6.3 we can prove the following result.

6.7. Proposition. The triple (L, η, µ) is a monad.

We call the monad from Proposition 6.7 the bounded Lipschitz monad. This
monad is similar to the Kantorovich monad, which is dicussed in [5, 6, 16].

Let A be a finite set. Define a metric on A by

dA(a1, a2) :=

{
1 if a1 ̸= a2

0 if a1 = a2

for all a1 and a2 in A. This makes A a compact metric space. Every function of finite sets
becomes 1-Lipschitz with respect to these metrics. This gives a functor l : Setf //KMet1.

3The Wasserstein distance is the metric obtained by taking the supremum over all 1-Lipschitz function
on X taking values in R instead of [0, 1]. The obtained metric space is called the Kantorovich space of
X.
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We will now consider the functor L which we define as

Setf
l−→ KMet1

L−→ KMet1.

Let A be a finite set. The space LA is the subset of [0, 1]A of families (pa)a such that∑
a∈A pa = 1 together with the bounded Lipschitz metric dLA.

6.8. Proposition. Let A be a finite set. For p and q in LA,

dLA(p, q) = sup

{∣∣∣∣∣∑
a∈A′

pa −
∑
a∈A′

qa

∣∣∣∣∣ | A′ ⊆ A

}
.

Proof. We view A as a metric space by endowing it with the metric dA.
For a subset A′ of A, the function 1A′ : A // [0, 1] is a 1-Lipschitz function. We find∣∣∣∣∣∑

a∈A′

pa −
∑
a∈A′

qa

∣∣∣∣∣ =
∣∣∣∣∫
A

1A′dp−
∫
A

1A′dq

∣∣∣∣ ≤ dLA(p, q).

This shows one inequality.
Define the sets A+ = {a ∈ A | pa ≥ qa} and A− = {a ∈ A | pa ≤ qa}. For a 1-Lipschitz

function f : A // [0, 1], we find∫
A

fdp−
∫
A

fdq =
∑
a∈A

f(a)(pa − qa)

≤
∑
a∈A+

f(a)(pa − qa)

≤
∑
a∈A+

pa − qa

=

∣∣∣∣∣∑
a∈A+

pa −
∑
a∈A+

qa

∣∣∣∣∣
Similarly we find

−
(∫

A

fdp−
∫
A

fdq

)
≤

∣∣∣∣∣∑
a∈A−

pa −
∑
a∈A−

qa

∣∣∣∣∣ .
We can conclude that∣∣∣∣∫

A

fdp−
∫
A

fdq

∣∣∣∣ ≤ sup

{∣∣∣∣∣∑
a∈A′

pa −
∑
a∈A′

qa

∣∣∣∣∣ | A′ ⊆ A

}
,

which proves the other inequality.
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This gives us the following useful corollary.

6.9. Corollary. Let X be a compact metric space and let A be a finite set. A map
f : X // LA is 1-Lipschitz if and only if

x 7→
∑
a∈A′

f(x)a

defines a 1-Lipschitz map X // [0, 1] for every A′ ⊆ A.

This leads to the main result of this section.

6.10. Theorem. The bounded Lipschitz monad is the codensity monad of L.

Proof. We will again use Proposition 2.4. Let (X, d) be a compact metric space and let
DX denote the diagram

X ↓ L U−→ Setf
L−→ KMet1.

For a 1-Lipschitz function f : X // LA define the map pf : LX // LA by

LX Lf−→ LLlA µlA−−→ LlA = LA

This means that for every P ∈ LX,

pf (P) =
(∫

X

fadP
)
a∈A

.

In the same way as in the proof of Theorem 4.2, it can be shown that (LX, (pf )f )
forms a cone over the diagram DX .

We will now show that this is the limiting cone over the diagram.
Let (Y, (qf )f ) be a cone over the diagram DX . For a 1-Lipschitz function f : X //[0, 1]

let f̂ : X //L2 be the function defined by f̂(x) := (1−f(x), f(x)). Note that this function
is 1-Lipschitz.

For an element y ∈ Y define the map Iy : KMet1(X, [0, 1]) // [0, 1] by

Iy(f) := qf̂ (y)1.

For n ≥ 1, let n := {0, . . . , n− 1}. Let t : 1 // 2 be the singleton map that sends 0 to 1
and let e be the unique 1-Lipschitz map X // L1. We have that Lt ◦ e = 1̂, i.e. t is a
morphism 1̂ //e in the arrow category X ↓ L. Since (Y, (qf )f ) is a cone over the diagram
DX it follows that Lt ◦ qe = q1̂. This implies that Iy(1) = 1.

Consider 1-Lipschitz functions f1, f2 : X // [0, 1] such that also f := f1 + f2 is a
1-Lipschitz function that takes values in [0, 1]. Define the map h : X // L2 that sends
an element x to (1 − f(x), f1(x), f2(x)). Because 1, f1, f2, 1 − f2, 1 − f1, 1 − f and f are
all 1-Lipschitz, so is h by Corollary 6.9. Let s : 3 // 2 be the singleton map that sends 0
to 0 and the other elements to 1. For an element k ∈ 3, let sk : 3 // 2 be the singleton
map that sends k to 1 and the other elements to 0.
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We have that
Ls ◦ h = f̂

and for every k ∈ 3 that
Lsk ◦ h = f̂k.

Because (Y, (qf )f ) is a cone over the diagram DX , these equalities imply that

Ls ◦ qh = qf̂

and for every k ∈ 3 that
Lsk ◦ qh = qf̂k .

Using this we obtain the following equalities:

Iy(f) = (Ls ◦ qh(y))1 = qh(y)1 + qh(y)2 = Ls1 ◦ qh(y))1 +Ls2 ◦ qh(y))2+ = Iy(f1) + Iy(f2).

By Example 5.11 there exists a unique Radon probability measure Py such that Iy(f) =
IPy(f). The assignment y 7→ Py defines a map q : Y // LX. For y1 and y2 in Y and for
a 1-Lipschitz function f : X // [0, 1], we find that∣∣∣∣∫

X

fdPy1 −
∫
X

fdPy2

∣∣∣∣ = |Iy1(f)− Iy2(f)| = |qf̂ (y1)1 − qf̂ (y2)1|≤ dY (y1, y2).

It follows now that q is 1-Lipschitz.
Let f : X // LA be a 1-Lipschitz map and let a be an element of A. Let sa : A // 2

be the singleton map that sends a to 1 and every other element to 0. Since we have that
Lsa ◦ f = f̂a we also have that Lsa ◦ qf = qf̂a . In particular we find for every y ∈ Y that

Iy(fa) = qf̂a(y)1 = (Lsa ◦ qf (y))1 = qf (y)a.

Using this we obtain for every y ∈ Y and for every a ∈ A that

pf ◦ q(y)a = IPy(fa) = Iy(f)a = qf (y)a.

This shows that q is a morphism of cones from (LX, (pf )f ) to (Y, (qf )f ).
Let q̃ : Y // LX be another morphism of cones. Then for every 1-Lipschitz function

f : X // [0, 1] we have that∫
X

fdq̃(y) = (pf̂ ◦ q̃(y))1 = qf̂ (y)1 = Iy(f).

This show that q̃(y) = q(y) for all y ∈ Y and therefore (LX, (pf )f ) is the limiting cone
over the diagram DX . This implies that L(X) ∼= TL(X) for all compact metric spaces.
This induces a natural isomorphism L ∼= TL.

It can be checked that the unit and multiplication of the codensity monad of L are
equal to the unit and multiplication of the bounded Lipschitz monad.
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6.11. Remark. Note that the bounded Lipschitz monad can be extended to a monad
on the category KMet of compact metric spaces and all Lipschitz maps. The compact
metric space LX is isomorphic to the Kantorovich space in this category. This monad
can also be obtained as a codensity monad in a similar way. The proof of this is a simple
adaptation of the proof Theorem 6.10.

6.12. Remark. The Kantorovich monad on compact metric spaces introduced by van
Breugel in [16] was extended to a monad on complete metric spaces by Fritz and Perrone
[5, 6]. The underlying endofunctor of this monad sends a complete metric space (X, d)
to the Kantorovich space of (X, d). This is the space of all Radon probability measure of
finite moment together with the Wasserstein distance.

We would like to use the integral representation theorem from Example 5.8 to construct
this monad as a codensity monad, but we have been unable to find a way to do so.

Baire monad. In this section we will introduce a new monad of probability measures,
which we will call the Baire monad and we explain how this monad arises as a codensity
monad. We write Haus to mean the category of Hausdorff spaces and continuous maps.

For a Hausdorff space X let BX be the space of Baire probability measures on X
with the smallest topology such that evf : BX // [0, 1] is continuous for every continuous
function f : X // [0, 1]. Much as in the previous sections this induces a functor B :
Haus //Haus where Haus is the category of Hausdorff spaces and continuous maps.
We can define a monad structure on this endofunctor and we call this monad the Baire
monad.

For a countable set A let BA be the subspace of [0, 1]A of families (pa)a∈A such that∑
a∈A pa = 1. Every finite map4 f : A // C of countable sets induces a continuous map

Bf : BA //BC. Let Setfc be the category of countable sets and finite maps. We obtain
a functor B : Setfc //Haus.

6.13. Theorem. The Baire monad is the codensity monad of B.

The proof of this result is similar to the proof of Theorem 4.7 and Theorem 4.2.
Therefore we will only give a short sketch of the proof. We will again use Proposition 2.4
and show that BX is the limit of the diagram

X ↓ B → Setfc
B−→ Haus.

Every continuous map f : X //BA induces a map pf : BX //BA by sending P to
∫
X
fdP.

Because we use finite maps and the finite sum of continuous functions is continuous, these
maps form a cone over the diagram.

To show that this cone is universal we can use a similar argument as in the proof of
Theorem 4.2, since all the maps introduced here were finite maps. Only now we use the
representation theorem from Example 5.12 instead of Proposition 3.7.

4Finite maps were introduced in section 4
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6.14. Remark. The results in this section would also work for arbitrary topological
spaces. Because it is not common in probability theory to study probability measures on
non-Hausdorff spaces we chose to restrict everything to Hausdorff spaces.

6.15. Remark. The construction of the Baire monad as a codensity monad is slightly
different from the other probability monads. Here the functor is not of the form

Setfc
i−→ Haus

B−→ Haus.

Therefore it does not completely follow the pattern of the constructions in the previous
monads. We tried to construct this monad as the codensity monad of a functor of the of
form Bi for some (inclusion) functor i : Setfc //Haus, but we have not been able to do
this so far.
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A. Integral representation theorems

Carathéodory extension theorem. Let X be a set.

A.1. Definition. A family S of subsets of X is called a semi-ring if it contains ∅ and
is closed under finite intersections and such that the relative complement of a set in S can
be written as a finite union of sets in S.

Let σ(S) denote the smallest σ-algebra on X that contains S.

A.2. Theorem. [Carathéodory] Let µ : S // [0,∞) be a map such that P(∅) = 0.
Suppose that for every collections (An)n∈N of pairwise disjoint elements in S such that
their union A is also in S we have µ (A) =

∑
n∈N µ(An). Then µ extends uniquely to a

σ-finite measure ρ on (X, σ(S)).

A proof of this result can be found in [4] (Proposition 3.2.4).

Integration lattices. Let X be a set and let f and g be real-valued functions on X.
We use the notation f ∨ g (f ∧ g) to mean the pointwise maximum (minimum) of the two
functions.

Let L ⊆ [0,∞)X be a subset of non-negative valued functions on X. A subset L is
called an integration lattice if 1 ∈ L and for all f, g ∈ L and r ∈ [0,∞) also f∧g, f∨g, rf
and f ∨ g − f ∧ g are elements of L.

A map I : L // [0,∞) is called an integration operator if I(1) = 1 and for every
collection (fn)n in L such that f :=

∑
n∈N fn is also in L we have I(f) =

∑
n∈N I(fn).

A.3. Lemma. Let I be a integration operator on a integration lattice L and let r ∈ [0,∞).
Then I(rf) = rI(f).

Proof. For n,m ≥ 1 and f ∈ L we find the following:

I
(m
n
f
)
= m

(
1

n
f

)
=
m

n
nI

(
1

n
f

)
=
m

n
I(f).

It follows that the statement holds for r ∈ [0,∞) ∩ Q. Now take any r ∈ [0,∞) and let
(qn)n be an increasing sequence of rational non-negative numbers that converges to r. We
find that rf = q1f +

∑
n∈N(qn+1 − qn)f and therefore we have that

I(rf) = I(q1f) +
∑
n∈N

I((qn+1 − qn)f) = q1 +
∑
n∈N

(qn+1 − qn)I(f) = rI(f).

A.4. Remark. Lemma A.3 is also true in the case that I is a weak integration operator
on a weak integration lattice L and r is an element of [0, 1].

The following result is a variant of the Daniell-Stone representation theorem and the
proof follows Kindler’s proof in [11] closely.
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A.5. Theorem. Let I be an integration operator on an integration lattice L. There exists
a unique probability measure P on (X, σ(L)) such that

IP(f) = I(f)

for all f ∈ L.

Proof. For f, g ∈ L such that f ≤ g define

[f, g) := {(x, t) ∈ X × [0,∞) | f(x) ≤ t < g(x)}

and let S be the family of all subsets of X × [0,∞) of this form.
For f1 ≤ g1 and f2 ≤ g2 in L we have:

[f1, g1) ∩ [f2, g2) = [f1 ∨ f2, g1 ∧ g2)

and
[f1, g1) \ [f2, g2) = [f1, g1 ∧ f2) ∪ [f1 ∨ g2, g1 ∧ (g1 ∨ g2)).

Since we also clearly have that ∅ ∈ S and L is closed under taking finite minima and
maxima, we conclude that S is a semi-ring.

Now define µ : S // [0,∞) by

µ([f, g)) := I(g − f)

for all f ≤ g. Note that this is well-defined since g−f = g∨f−g∧f , which is an element
of L. We clearly have that µ(∅) = µ([f, f)) = I(0) = 0. For a collection ([fn, gn))n∈N of
pairwise disjoint subsets in S such that

⋃
n∈N[fn, gn) = [f, g) for some f ≤ g in L we can

show that
g − f =

∑
n∈N

(gn − fn).

It follows that

µ([f, g)) = I(g − f) =
∑
n∈N

I(gn − fn) =
∑
n∈N

µ([fn, gn)).

It follows now from Theorem A.2 that µ can be extended uniquely to a σ-finite measure
ρ on (X × [0,∞), σ(S)).

We will now show that σ(L) ⊗ Bo[0,∞) ⊆ σ(S). For f ∈ L and r ∈ [0,∞) define
fn := n(f ∨ r − f) ∧ 1 and note that this an element of L. For s ∈ [0,∞) we have

∞⋃
n=1

[0, sfn) = {f < r} × [0, s).

Therefore every subset of the form {f < r} × [0, s) is in σ(S). This shows that σ(L) ⊗
Bo[0,∞) ⊆ σ(S).



838 RUBEN VAN BELLE

Now define P : σ(L) // [0, 1] by P(A) := ρ(A× [0, 1)). Note that for r and s in [0,∞)
we have

ρ({f < r} × [0, s)) = ρ

(
∞⋃
n=1

[0, sfn)

)
= lim

n→∞
ρ([0, sfn))

= lim
n→∞

I(sfn)

= lim
n→∞

sI(fn)

= s lim
n→∞

ρ([0, fn))

= sρ({f < r} × [0, 1)) = sP({f < r})

Here we used that [0, sfn) ⊆ [0, sfn+1) and Lemma A.3. It follows that

ρ({r1 ≤ f < r2} × [0, s)) = sP({r1 ≤ f < r2}).

We have
P(X) = ρ(X × [0, 1)) = ρ([0, 1)) = I(1) = 1

and the σ-additivity of P is inherited by ρ. Therefore P is a probability measure on
(X, σ(L)).

For a measurable map f : X // [0,∞) there is an increasing sequence of non-negative
simple functions (sn :=

∑mn

k=1 a
n
k1An

k
)n, with A

n
k of the form {r1 ≤ f < r2}, that converges

to f . Define

Bn :=
mn⋃
k=1

Ank × [0, ank)

and note that
⋃∞
n=1Bn = [0, f) and that Bn ⊆ Bn+1 for all n. We have the following

equalities:

I(f) = ρ([0, f)) = lim
n //∞

ρ(Bn) (7)

and

ρ(Bn) =
mn∑
k=1

ρ(Ank × [0, ank)) =
mn∑
k=1

ankP(Ank) = IP(sn) (8)

Combining (7) and (8) with the monotone convergence theorem we conclude that I(f) =
IP(f).

Let P′ be another probability measure with this property. Then we have for all f ∈ L
and r ∈ [0,∞) that

P′({f < r}) = lim
n→∞

I ′P(fn) = lim
n→∞

IP(fn) = P({f < r}).

Since the sets {f < r} form a π-system that generates σ(L) we can conclude that P = P′.
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Proofs of the results in section 5.

Proof Proof of Theorem 5.5. It is easy to verify that NL is an integration lattice.
For an element mf ∈ NL define I ′(mf) := mI(f). Suppose mf = ng for f, g ∈ L. Then
we have by Remark A.4 that

mI(f) = (m ∨ n) m

m ∨ n
I(f) = (m ∨ n)I

( m

m ∨ n
f
)
= (m ∨ n)I

( n

m ∨ n
g
)
= nI(g).

This shows that I ′ is well-defined and that I ′(f) = I(f) for all f ∈ L.
It is clear that I(1) = 1. Let (mnfn)n∈N be a collection of elements in NL such that

mf :=
∑

n∈Nmnfn is also an element of NL. We observe that f =
∑

n∈N
∑

k∈N a(k, n)
fn
m

where a(k, n) = 1 if k ≤ mn and 0 otherwise. Note that a(k, n)fn
m

is an element of L and
therefore

I(f) =
∑
n∈N

∑
k∈N

I

(
a(k, n)

m
f

)
=

1

m

∑
n∈N

∑
k∈N

a(k, n)I (f) =
1

m

∑
n∈N

mnI(fn).

We can conclude that I ′ is an integration operator on the integration lattice NL and
therefore by Theorem A.5 there is a unique probability measure on (X, σ(NL)) such that∫
X
fdP = I ′(f). It is clear that σ(L) ⊆ σ(NL). For mf ∈ NL and r ∈ [0,∞) we find that

{mf < r} = {f < r
m
} ∈ σ(L) and therefore also σ(NL) ⊆ σ(L).

Let P′ be another probability measure on (X, σ(L)) such that
∫
X
fdP′ = I(f) for all

f ∈ L, then we have that

I ′(mf) = mI(f) = m

∫
X

fdP′ =

∫
X

mfdP′.

This implies that P′ = P.

A.6. Lemma. Let I be a weak integration operator on a weak integration lattice L. For
f, g ∈ L such that f ≤ g we have I(f) ≤ I(g), and if g−f ∈ L then I(g−f) = I(g)−I(f).

Proof. There exists and n such that g−f
n

∈ L. We find

1

n
I(g) = I

(g
n

)
= I

(
g − f

n
+
f

n

)
= I

(
g − f

n

)
+

1

n
I(f) ≥ 1

n
I(f).

Here we use Remark A.4. The first part of the statement now follows. The second part
can be proven in a similar way.
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Proof Proof of Proposition 5.6. First note that for f ∈ L and n ≥ 1, then

I(f) = I

(
(n− 1)f

n
+
f

n

)
= I

(
(n− 1)f

n

)
+ I

(
f

n

)
= I

(
(n− 2)f

n

)
+ I

(
f

n

)
+ I

(
f

n

)
= . . .

= nI

(
f

n

)
.

By Theorem 5.5 it is enough to show that I is a weak integration operator. Let (fn)n∈N
be a collection of elements in L such that also f :=

∑
n∈N fn is an element of L. Define for

every n the function gn :=
∑

k≤n fk. For every n there exists an mn such that gk
mn

∈ L for
all k ≤ n. Indeed, for n = 1 this is clear. Suppose the claim holds for a natural number
n, then gn

mn
and fn+1

mn
are element of L. Because

gn+1

mn

=
gn
mn

+
fn+1

mn

is an element of NL, there exists an m′ such that 1
m′

gn+1

mn
∈ L. Since gk

mn
∈ L for k ≤ n,

we also have that gk
m′mn

∈ L. It follows that for mn+1 := m′mn we have that gk
mn+1

∈ L for
all k ≤ n+ 1. The claim now follows by induction.

The functions (gn)n form a sequence of continuous functions that increases pointwise
to the continuous function f . Because X is a compact Hausdorff space, Dini’s theorem
tells us that (gn)n converges uniformly to f .

Let ϵ > 0. There exists an n such that

∥f − gn∥ ≤ ϵ. (9)

By the above there exists an mn such that 1
mn
gk ∈ L for all k ≤ n. Because L is a

weak integration lattice, there exists an m such that

hn :=
1

m

(
f

mn

− gn
mn

)
is also an element of L. By (9) and the first part of Lemma A.6 we find that

I(hn) ≤ I

(
ϵ

mnm

)
=

ϵ

mnm
. (10)

By the second part of Lemma A.6 we have

I

(
f

mnm

)
− I

(
gn
mnm

)
= I(hn). (11)
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Using (10) and (11) and the hypothesis we find the following:

I(f)−
∑
k≤n

I(fk) = I (f)−
∑
k≤n

mnI

(
fk
mn

)
= I(f)−mn

(
I

(
f1
mn

)
+ I

(
f2
mn

)
+ I

(
f3
mn

)
+ . . .+ I

(
fn
mn

))
= I(f)−mn

(
I

(
g2
mn

)
+ I

(
f3
mn

)
+ . . .+ I

(
fn
mn

))
= I(f)−mn

(
I

(
g3
mn

)
+ . . .+ I

(
fn
mn

))
= . . .

= I(f)−mnI

(
gn
mn

)
= mnm

(
I

(
f

mnm

)
− I

(
gn
mnm

))
= mnmI(hn) < ϵ

Because (I(f) −
∑

k≤m I(fk))m is a decreasing sequence of positive numbers, we can
conclude that I(f) =

∑
n∈N I(fn).

References

[1] T. Avery. Codensity and the Giry monad. J. Pure Appl. Algebra, 220(3):1229–1251, 2016.

[2] K. P. S. Bhaskara Rao and M. Bhaskara Rao. Theory of Charges, A Study of Finitely Additive
Measures, volume 109 of Pure and Applied Mathematics. Academic Press, 1983.

[3] F. Borceux. Handbook of Categorical Algebra. 1, volume 50 of Encyclopedia of Mathematics and
its Applications. Cambridge University Press, Cambridge, 1994. Basic category theory.

[4] R. M. Dudley. Real Analysis and Probability, volume 74 of Cambridge Studies in Advanced
Mathematics. Cambridge University Press, Cambridge, 2002. Revised reprint of the 1989 original.

[5] T. Fritz and P. Perrone. A probability monad as the colimit of spaces of finite samples. Theory
Appl. Categ., 34:Paper No. 7, 170–220, 2019.

[6] T. Fritz and P. Perrone. Stochastic order on metric spaces and the ordered Kantorovich monad.
Adv. Math., 366:107081, 46, 2020.

[7] M. Giry. A categorical approach to probability theory. In Categorical aspects of topology and
analysis (Ottawa, Ont., 1980), volume 915 of Lecture Notes in Math., pages 68–85. Springer,
Berlin-New York, 1982.

[8] B. Jacobs. From probability monads to commutative effectuses. J. Log. Algebr. Methods
Program., 94:200–237, 2018.

[9] K. Keimel. The monad of probability measures over compact ordered spaces and its Eilenberg-
Moore algebras. Topology Appl., 156(2):227–239, 2008.



842 RUBEN VAN BELLE

[10] J. F. Kennison and D. Gildenhuys. Equational completion, model induced triples and pro-objects.
J. Pure Appl. Algebra, 1(4):317–346, 1971.

[11] J. Kindler. A simple proof of the Daniell-Stone representation theorem. Amer. Math. Monthly,
90(6):396–397, 1983.

[12] T. Leinster. Codensity and the ultrafilter monad. Theory Appl. Categ., 28:No. 13, 332–370, 2013.

[13] W. Rudin. Functional Analysis. International Series in Pure and Applied Mathematics. McGraw-
Hill, Inc., New York, second edition, 1991.

[14] Z. Semadeni. Monads and their Eilenberg-Moore algebras in functional analysis. Queen’s Papers
in Pure and Applied Mathematics, No. 33. Queen’s University, Kingston, Ont., 1973.
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