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A HOFMANN-MISLOVE THEOREM FOR APPROACH SPACES

JUNCHE YU AND DEXUE ZHANG

ABSTRACT. The Hofmann-Mislove theorem says that the ordered set of open filters
of the open-set lattice of a sober topological space is isomorphic to the ordered set of
compact saturated sets (ordered by reverse inclusion) of that space. This paper concerns
a metric analogy of this result. To this end, the notion of compact functions of approach
spaces is introduced. Such functions are an analog of compact subsets in the enriched
context. It is shown that for a sober approach space X, the metric space of proper
open [0, ocol-filters of the metric space of upper regular functions of X is isomorphic to
the opposite of the metric space of inhabited and saturated compact functions of X,
establishing a Hofmann-Mislove theorem for approach spaces.

1. Introduction

While metric spaces (not necessarily symmetric and finitary) are ordered sets (or, cate-
gories) enriched over Lawvere’s quantale ([0, oo], >, 4, 0) [18], approach spaces introduced
by Lowen [22] are topological spaces enriched over ([0, o0}, >, +,0). Approach spaces are
among the prime examples in Monoidal Topology (see e.g. [5, 11, 12, 13]). For an expo-
sition of these spaces, we refer to the monograph [24] by their inventor.

This paper concerns the connections between metric spaces and approach spaces, such
connections are an important ingredient of Quantitative Domain Theory which, roughly
speaking, replaces partially ordered sets in Domain Theory [25, 8] by metric spaces and
more generally, quasi-uniform spaces, see e.g. [3, 9, 26, 30]. It has become clear that
a coherent theory, parallel to that of domains, in the [0, co]-enriched context is needed;
see [1, 10, 14, 20, 31] for some efforts in this regard. Of course, in order that parallels
emerge, necessary modifications have to be made in the [0, oo]-enriched context; these
modifications often help us understand the subject better.

An important result in domain theory, known as the Hofmann-Mislove theorem [15,
8], says that the ordered set of (proper) open filters of the open-set lattice of a sober
topological space X is isomorphic to the ordered set of (non-empty) compact saturated
sets of X (ordered by reverse inclusion), hence establishes a connection between objects
of an order-theoretic nature to objects of a topological nature. The aim of this paper is
to look for an analogous result in the [0, oo]-enriched context. In order to achieve this,
we have to determine, in the [0, oo]-enriched context, an analog of compact subset and an
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22 JUNCHE YU AND DEXUE ZHANG

analog of open filter of open-set lattice.

In [1] a notion of open [0, oco]-filter of metric spaces is introduced. There is a natural
metric pxy on the set UX of upper regular functions of an approach space, so, we take
open [0, co]-filters of the metric space (UX, px) for the [0, co]-enriched version of open
filters of open-set lattices. It remains to determine an analog of compact subset in the
enriched context. To this end, the notion of compact functions of approach spaces is
introduced (Definition 3.9) and some basic properties of such functions are investigated.
The results show that such functions behave in a way parallel to that of compact subsets
of topological spaces.

ordered set metric space

topological space approach space

compact subset compact function

lattice of open sets metric space of upper regular functions

open filter of a partially ordered set  open [0, oco]-filter of a metric space

sober topological space sober approach space

With the notions of compact functions and open [0, oo]-filters at hand, we establish an
enriched version of the Hofmann-Mislove theorem in the last section, which says that for
a sober approach space (X, d), the metric space of proper open [0, ool]-filters of the metric
space (X, px) of upper regular functions of (X,d) is isomorphic to the opposite of the
metric space of inhabited compact saturated functions of (X, 0).

2. [0, 0o]-ideals and [0, oo]-filters of metric spaces

In this section we recall some basic notions about metric spaces, viewed as categories
enriched over Lawvere’s quantale ([0, 00, >,4,0) [18, 4], the aim is to fix terminologies
and notations. Only Proposition 2.11 and Proposition 2.12 are new.

A metric space is a pair (X, d) consisting of a set X and a map d: X x X — [0, o0},
called a metric on X, such that d(z,z) = 0 and d(x, y)+d(y, 2) > d(z, z) for all z,y, z € X.
For each metric d on X, d°P(x,y) = d(y,z) is also a metric on X, called the opposite of
d. A metric d is

e symmetric, if d = d°; that is, d(z,y) = d(y,x) for all z,y € X
e separated, if = y whenever d(z,y) = d(y,x) = 0;
e finitary, if d(z,y) < oo for all z,y € X.

A “classical metric” is just a symmetric, separated and finitary one.
A map f: (X,dx) — (Y, dy) between metric spaces is non-ezpansive if, for all z,y €
X,
dx(z,y) = dy(f(z), f(y))-
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A map f: (X,dx) — (Y,dy) between metric spaces is isometric if, for all z,y € X,

dx(l‘,y> = dY(f(w)mf(y))

Non-expansive maps are just [0, co]-functors when metric spaces are viewed as [0, 0o]-
categories. Metric spaces and non-expansive maps form a category

Met.
For all a,b € [0, o0], let
dr(a,b) =bo a =max{0,b —a}.
Then dy, is a metric on [0, 00]. The opposite of dy, is denoted by dg; that is,
dr(a,b) =aSb.

Both ([0, 00],dr) an ([0, 00],dR) are separated, non-symmetric, and non-finitary metric
spaces. We note here that the operations &, +: [0, 00| x [0, 00] — [0, 00| are interlocked
by the adjoint property:

aob<c <= a<b+c

for all a,b, ¢ € [0, co.
The category Met is complete and cocomplete. In particular, for every set X, the
product metric on the X-power of ([0, o], d) is given by

px: [0,00% x [0,00]F — [0,00],  px(A,p) = sup () © A(2).

The underlying order T, of a metric space (X, d) refers to the order relation on X
defined by
rCqhy ifd(z,y)=0.

It is clear that a metric space is separated if and only if its underlying order is a partial
order and that any non-expansive map preserves the underlying order.
The underlying order C of ([0, 0], px) is given by

AL p = Vo e X, \(z) > p(z).

Particularly, the underlying order of ([0,00],d;) is opposite to the usual less-than-or-
equal-to relation.

2.1. CONVENTION. Some conventions and notations.

(a) When talking about a subset A of [0,00]%, we always assume that A is endowed
with the metric inherited from the space ([0, 00]*, px), which will also be denoted

by px.
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(b) Though the underlying order of ([0, 00]*, px) is opposite to the usual pointwise or-
der, for each subset {\;}; of [0, 0o]¥, we still write inf; \; and sup; \;, respectively, for
its greatest lower bound and least upper bound with respect to the usual pointwise
order.

(c) For each r € [0,00] and A C X, we write 74 for the map X — [0, co] given by

r, x€A,
rae) = oo, ¢ A

A distributor ¢: (X,dx) —e= (Y,dy) is amap ¢: X x Y — [0, 0] such that

dy(y,y) + d(z,y) +dx (2, 2) > é(2',y)
for all z,2’ € X and y,y/ € Y.
For distributors ¢: (X, dx) —e= (Y, dy) and ¢: (Y, dy) —e= (Z,dy), the composite 1) o¢
refers to the distributor (X, dx) —= (Z,dz) given by

Yog(r,z) = yig;(w(y, z) + ¢(x,y)).

For each non-expansive map f: (X,dx)— (Y,dy), by the graph of f we mean the
distributor

f*: (X’dX)_e_)(YadY)’ (m,y) HdY(f(‘T)ay);
by the cograph of f we mean the distributor
f*: (KdY)_e_)(XadXL (y,$>de<y,f($)>
It is well-known that the graph f, is left adjoint to the cograph f* in the sense that

f*Of*(I,l'/) de(l’,[lf/) a‘nd f*of*(yvy/) ZdY(y7y,)
for all z, 2’ € X and y,y € Y.
Let (X,d) be a metric space. A weight of (X,d) is a distributor ¢: (X, d) —e= *,
where * denotes the singleton metric space; in other words, a weight of (X, d) is a map
¢: X — [0, 00] such that for all z,y € X,

o(y) +d(z,y) > ¢(z).
A coweight of (X, d) is a distributor ¥: x —e= (X, d); in other words, a coweight of (X, d)
is a map A: X — [0, 00| such that for all z,y € X,

Az) +d(z,y) > A(y)-

It is clear that a weight of X is just a non-expansive map ¢: (X, d°?) — ([0, o0], dr);
a coweight of X is a non-expansive map A: (X, d) — ([0, 00|, dy).
Write
PX

for the set of all weights of (X, d). For each element x of a metric space (X, d), the map
d(—,z): X — [0, o0
is a weight of (X, d). Weights of this form are said to be representable.
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2.2. LEMMA. (Yoneda lemma) Let (X,d) be a metric space. Then for each point x and
each weight ¢ of (X,d),
px(d(=,z),¢) = ¢(x).
The map
y: (X,d) — (PX,px), ylz)=d(— )

is isometric by the Yoneda lemma, and is called the Yoneda embedding.

Assume that f: (X,dy)—(Y,dy) and g: (Y, dy)— (X, dx) are non-expansive maps.
We say that f is left adjoint to ¢, or ¢ is right adjoint to f, and write f - g, if for all
reXandyeyY,

dY(f(‘r)vy> = dx(l’,g<y))

Each non-expansive map f: (X,dy) — (Y,dy) gives rise to an adjunction between
the metric spaces (PX, px) and (PY, py). Precisely, the map

7 (PXpx) — (PY,py), [7(¢)=¢of

is left adjoint to
7 (PY,py) — (PX,px),  [T() =4o fu
Let (X, d) be a metric space. We say that an element a of X is a colimit of a weight
¢ and write a = colim ¢ if
d(a,y) = px (b, d(—,y))

for all y € X. Any colimits a and b of the same weight are isomorphic in the sense that
d(a,b) = d(b,a) = 0. Dually, we say that a is a limit of a coweight 1) and write a = lim ¢
if

d(y7 a’) = ,OX(Q/}, d(y7 _>)
for all y € X.

A metric space (X, d) is cocomplete if every weight of (X, d) has a colimit. One readily
verifies that (X, d) is cocomplete if and only if the Yoneda embedding y: (X,d) —
(PX, px) has a left adjoint. It is known (see e.g. [27]) that (X, d) is cocomplete if and
only if (X, d) is complete in the sense that every coweight has a limit.

Let (X,d) be a metric space. For each z € X and r € [0, 0], the tensor of r with x,
denoted by r ® x, is a point of X such that for all y € X,

d(r @ z,y) =d(z,y) o
The cotensor of r with x, is an element r — x of X such that for all y € X,
d(y,r — x) =d(y,z) S

A metric space (X, d) is tensored if the tensor r @ z exists for all z € X and r € [0, oo].
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2.3. PROPOSITION. If (X,dx) and (Y,dy) are both tensored metric spaces, then a map
f:(X,dx) — (Y,dy) is non-expansive if and only if

(i) f: (X,Cuy) — (Y,Cq, ) preserves order; and
(i) for allz € X andr € [0,00], r @ f(x) Cuy, f(r @ x).
PROOF. See e.g. [10, Proposition 2.10]. "

Every cocomplete metric space is tensored: r®u is the colimit of the weight r+d(—, x).
The following characterization of cocomplete (hence complete) metric spaces is a special
case of [28, Theorem 2.7], the conditions (ii) and (iii) amount to that (X, d), as an enriched
category, is conically cocomplete.

2.4. PROPOSITION. A metric space (X,d) is cocomplete if and only if
(i) (X,d) is tensored;
(ii) each subset A of X has a join in (X,Cy); and
(iii) for each x € X and each A C X, d(\/ A,x) = supd(a,x), where \/ A refers to the
acA
join of A in (X,Cy).

2.5. EXAMPLE. (See e.g. [10]) For each set X, the metric space ([0, o], px) is cocom-
plete, hence complete. In particular, for all A € [0, c0]* and r € [0,00], 7@ A = r + X and
r—oA=\OT.

For each set X, define a function
: [0, 00]% x [0, 00]* — [0, 0]

by
¢MA = inf (4(z) + A(z))
for all ¢, A € [0, 00]X. This function plays an important role in this paper.

2.6. REMARK. For each set X and ¢, A € [0, 00]¥, if we view X as a discrete metric space,
view ¢ as a weight and A\ as a coweight of X, then ¢ h X is essentially the composite
distributor ¢ o A\: x —e— x.

2.7. LEMMA. Let X be a set. Then for all ¢, \ € [0,00]* and b € [0, 0],
px (0,00 N) =bo (Ahg).

PRrRoOOF. Routine calculations. =
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Let A € [0, 00]%. We say that
(i) A is inhabited if in)f( Az) =0;
S
(ii) A is vacuous if A = ooy.

It is clear that A is inhabited if and only if Ah0x = 0; A is vacuous if and only if Arh u = oo
for all p € [0, 00]*.
Let (X, d) be a metric space. A net {z;}; in (X,d) is forward Cauchy [26, 3] if

inf sup d(z;, z;) = 0.
bok>j>i

2.8. DEFINITION. ([6, 1]) A [0, co]-ideal of a metric space (X, d) is a weight ¢ such that
¢ = infsupd(—, z;)

vy
for some forward Cauchy net {x;};.

The following theorem characterizes [0, col-ideals of a metric space (X, d) via their
relation to the weights and coweights of (X, d).

2.9. THEOREM. Let ¢ be a weight of a metric space (X,d). The following are equivalent:
(1) ¢ is a [0, o0]-ideal.
(2) ¢ is inhabited and is irreducible in the sense that for all weights ¢1,¢2 of (X, d),
inf{¢1, g2} < ¢ = either g1 < ¢ or ¢» < ¢.
(3) ¢ is inhabited and is flat in the sense that for all coweights A\, A2 of (X, d),
¢ o sup{ A1, \o} = max{d o Ar, b o Ao}

PROOF. The equivalence (1) < (3) is contained in the proof of [29, Theorem 7.15]; the
equivalence (1) < (2) is a special case of [17, Theorem 3.13]. n

Since each ideal D of (X, C,) can be viewed as a forward Cauchy net of (X, d),

d(_a D) = ;gg d<_7 :C)

is a [0, oo]-ideal of (X, d). For a cocomplete metric space, every [0, oo]-ideal is of this form.

2.10. PROPOSITION. ([16, Proposition 4.8]) Let (X, d) be a cocomplete metric space and
let ¢ be a [0, 00]-ideal of (X,d). Then

(i) A(¢) ={x € X | ¢(x) =0} is an ideal in (X,C,) and ¢ = igf@ d(—,x).
HAS
(ii) Colimits of ¢ in (X,d) are precisely joins of A(p) in (X,Cy).
The following characterization of [0, col-ideals of a cocomplete metric space and its
dual, Proposition 2.12, are useful in this paper.
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2.11. PROPOSITION. Let (X, d) be a cocomplete metric space. Then a function ¢: X —
[0, 00] is a [0, 00]-ideal if and only if it satisfies:
(i) forallz € X and r € [0,00], ¢(r @ x) = ¢(z) S r;

(ii) ¢(z Vy) = max{p(x),d(y)} for all x,y € X, where x V y is a join of v and y in
(X7 Ed)

PROOF. If ¢ is a [0, oo]-ideal, there is a forward Cauchy net {z;}ic; of (X, d) such that
¢ = infsup d(—, z;).

vogzi

Now we check that it satisfies (i) and (ii).
(i) We calculate:

¢(r ® x) = infsupd(r ® x, x;)

bogzi
= inf sup(d(z,z;) ©71)
i
= (infsupd(z, z;)) &7
bogzi
— 4o
(ii) We calculate:
¢(x Vy) =infsupd(z Vy,z,)
vogzi
= inf sup max{d(z, z;), d(y, z;)} (Proposition 2.4)
v

= inf max{sup d(z, x;),sup d(y, z;)}

J=i J=i
= max{inf sup d(z, z;), inf sup d(y, x;) } (the index set is directed)
i i ig>i

= max{¢(z), ¢(y)}.

As for sufficiency, assume that ¢: X — [0, 00| satisfies (i) and (ii). First, by (i), (ii)
and Proposition 2.3 one sees that ¢: (X,d°®?) — ([0, 00],dy) is non-expansive, hence a
weight of (X, d). Next, let

A(p) ={z € X | o(z) = 0}.
By (ii) one sees that A(¢) is an ideal of (X, C;). Now we show that for each = € X,
¢(z) = inf d(z,a),

a€A()
which implies that ¢ is a [0, oo]-ideal since A(¢) can be viewed as a forward Cauchy net of
(X,d). On one hand, for each a € A(¢), since ¢(x) < ¢(a) + d(x,a) = d(x,a), it follows
that
o(x) < inf d(z,a).

acA(¢)
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On the other hand, since ¢(¢p(x) ® x) = ¢p(x) & ¢(x) = 0, then ¢(z) ® x € A(¢p). Because

0= d(o(x) ©x,¢(z) @) = d(z, p(z) @ 2) © $(),
therefore ¢(x) > d(z, ¢(x) ® x), hence

x) > inf d(z,a),
o) = inf d(r.a)

which completes the proof. [
Following [1], a map A\: X — [0, o] is called a [0, co]-filter of (X, d) if it is a [0, co]-
ideal of (X, d°P). In other words, a [0, oo]-filter of (X, d) is a coweight A such that
A = infsupd(z;, —)
v
for some net {x;};c; that is backward Cauchy in the sense that

inf sup d(xy,z;) = 0.
tok>j>i

The following proposition is dual to Proposition 2.11.

2.12. PROPOSITION. Let (X,d) be a complete metric space. Then a function \: X —
[0, 00] is a [0, 0o|-filter if and only if it satisfies:

(i) forallz € X andr € [0,00], A(r —oz) = ANz) & 7;

(ii) Max Ay) = max{A(z),\(y)} for all x,y € X, where x Ay is a meet of x and y in
(Xa Ed)

2.13. REMARK. Let (X, d) be a complete (hence cocomplete) metric space. Then, in the
terminology of enriched category theory [4], both r — x and x Ay are finite weighted limits
in (X, d), i.e., weighted limit of a functor from a finite [0, co]-enriched category to (X, d).
In this perspective, a [0, oo]-filter is a [0, oco]-functor A: (X,d) — ([0, 00],dr) that pre-
serves finite weighted limits; a [0, oo]-ideal is a contravariant [0, oo]-functor ¢: (X, d) —
([0, 00], d,) that transforms finite weighted colimits into finite weighted limits.

Let f: (X,dx) — (Y,dy) be a non-expansive map. It is readily verified that if ¢ is
a [0, 00]-ideal of (X, dx), then f7(¢) is a [0, co]-ideal of (Y, dy ). We say that f is [0, 0o]-
Scott continuous if f preserves colimits of [0, co]-ideals [1]; that is, for each [0, co]-ideal ¢
of (X,dx), f(colim¢) = colim f7(¢) whenever colim ¢ exists.

In the literature, [0, 0o]-Scott continuous maps are also known as Yoneda continuous
maps. Here is the reason. An element z of a metric space (X, d) is called a Yoneda limit
of a forward Cauchy net {z;}; if, for all y € X,

d(z,y) = infsup d(z;, y).
vog>i
It is known (see e.g. [7]) that x is a Yoneda limit of a forward Cauchy net {z;}; if and only
if z is a colimit of the [0, oo]-ideal inf; sup,-; d(—, ;). So, a non-expansive map preserves
Yoneda limits (hence Yoneda continuous) if and only if it is [0, 0o]-Scott continuous.
From Proposition 2.10 one immediately derives the following:
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2.14. PROPOSITION. ([16]) Let (X,dx) and (Y,dy) be cocomplete metric spaces. Then a
non-expansive map f: (X,dx) — (Y,dy) is [0, 00]-Scott continuous if and only if, as an
order-preserving map from (X, Cq,) to (Y,Cq4,), f is Scott continuous.

3. Compact functions of approach spaces

While metric spaces are [0, cc]-valued ordered sets, approach spaces are [0, co]-valued
topological spaces.

3.1. DEFINITION. ([22, 24]) An approach space is a set X together with a map §: X x
2% — [0, o0, subject to the following conditions: for all x € X and A, B € 2%,

(A1) 6(x,{x})=0;

(A2) 0(z,2) = o0;

(A3) 6(x, AU B) = min{d(x, A),0(z, B)};
(A4) 6(x, A) < supé(b A) + 0(z, B).

The value §(z, A), called the distance from x to A, measures how far = is to A.
A map f: (X,dx) — (Y, dy) between approach spaces is continuous if

forall AC X and z € X.

Approach spaces and continuous maps form a category
App.
3.2. EXAMPLE. (23, 24]) For all x € [0, 00] and A C [0, o0], let

rosupA, AH#O,
00, A=0.

(SP(.I', A) = {

Then dp is a distance on [0, oo]. The space
([07 00]7 5P)

is denoted by P.

By analogy with topological spaces, approach spaces can be described in many ways.
Among them we need the characterizations by lower reqular functions and upper reqular
functions. While the distance function § of an approach space (X, d) is an analog of the
closure operator of a topological space, lower regular functions and upper regular functions
are, respectively, analogs of closed sets and open sets in the [0, oo]-enriched context.
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topological space approach space

closure operator distance map

closed sets lower regular functions
open sets upper regular functions

3.3. DEFINITION. ([23, 24]) A collection £ C [0,00]¥ is called a lower regular function
frame if it satisfies:
(L1) For each subset {¢;}icr of £, sup,c; ¢; € L.
(L2) For all ¢, € £, inf{¢p,} € £X.
(L3) For all ¢ € £ and r € [0, 00], both ¢ + r and ¢ © r are in £.

For each approach space (X,d), the set £X of all continuous maps (X,d) — P is
a lower regular function frame, where P is the approach space given in Example 3.2.

Elements of £X are called lower regular functions of (X,§). Conversely, if £ C [0, 00]*
is a lower regular function frame, then X together with the map

§: X x 2% —[0,00], 6(z,A) =sup{o(x) | ¢ € £,Va € A, ¢(a) = 0}

is an approach space with £ being its set of lower regular functions. Thus, every approach
space is determined by its lower regular functions, see e.g. [23, 24].

Let (X,0) be an approach space and = € X. It is readily verified that §(—, {z}) is a
lower regular function and

for each lower regular function ¢ of (X, 0).
For each approach space (X, ), let 44X be the subset of [0, 00]* consisting of elements

A such that either A = cox or A is bounded and r & A € £X for all r € [0, o0].
It is not hard to check that

UX = {ocox} U {)\ € [0,00]* | sup A(z) < oo and (sup A(:c)) SPYS SX}

zeX zeX

and that {X satisfies the following conditions:

(Ul) oox € UX.

(U2) For all A € UX, if A # ooy, then A is bounded.

(U3) For each subset {\;}icr of UX | infier \; € UX.

(U4) For all A\, u € UX, sup{\, pu} € UX.

(U5) For all A € UX and r € [0, 00], both A +7 and A & r are in UX.
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Elements of UX are called upper regular functions of (X, 0) [24]. We hasten to note that
the definition given here is slightly different from that in [24], the difference is that the
function ooy, which is an analog of the empty set, is postulated to be upper regular. It is
known (see e.g. [24]) that £X is the smallest lower regular function frame that contains

{reX|rel0,00],\ € UX}.

Thus, every approach space is also characterized by its upper regular functions.

3.4. PROPOSITION. ([24, Theorem 1.3.3]) For a map f: (X,0x) — (Y,dy) between
approach spaces, the following are equivalent:

(1) f is a continuous map.

(2) For each lower regular function ¢ of (Y,0y), ¢ o [ is a lower regular function of

(X, 0x).

(3) For each upper reqular function X of (Y,dy), Ao f is an upper regular function of
(X,0x).

3.5. PROPOSITION. For each approach space (X,0), both (£X,px) and (UX,px) are
cocomplete metric spaces.

PROOF. It follows from the fact that £X is closed in ([0, 00]*, px) under the formation
of weighted limits and UX is closed in ([0,00]X, px) under the formation of weighted
colimits. n

In particular, for each ¢ € £X and r € [0,00], r + ¢ and ¢ © r are the tensor and
cotensor of ¢ with r in (£X, py), respectively; for each A € UX and r € [0, 00], A+ and
A & r are the tensor and cotensor of A with r in (UX, px), respectively.

For each approach space (X, ¢), it is clear that

ds(z,y) = d(z,{y})

is a metric on X, called the specialization metric of (X,¢). Assigning to each approach
space its specialization metric gives rise to a functor

Q: App —> Met.

Every lower regular function of (X, ) is a weight and every upper regular function is a
coweight of (X, ds).

A function A\: X — [0, 00] is saturated if it is a coweight of the metric space (X, ds);
that is, ds(z,y) + AM(z) > A(y) for all z,y € X. It is easily verified that

5(—, {z})h A = A(x) (3.id)

for each saturated function A and each x € X.
All upper regular functions are saturated; we have more.
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3.6. PROPOSITION. Let (X,0) be an approach space and 6: X — [0, o0].
(i) The function 160 = sup{\ € UX | X < 0} is saturated.
(ii) 0 is saturated if and only if 0 =10.

Thus, 160 is called the saturation of 0.

PROOF. (i) Trivial, since every upper regular function of (X, 0) is a coweight of (X, dj).
(ii) It suffices to check that if # is saturated then § <16. Let z € X. If 0(x) < oo,
then 0(x) & d(—, {z}) is upper regular and 0(z) © §(—,{z}) < 6. So, 0(z) = 0(z) &
d(z,{z}) <10(x). If O(x) = oo, then for each r < 0o, r © §(—, {x}) is upper regular and
roo(—,{x}) <0. So10(x) > r, and consequently, 16(z) = oo by arbitrariness of r. m

3.7. COROLLARY. Let (X,0) be an approach space and 0 € [0, o).
(i) For each upper regular function X of X, px(60,A) = px (16, \).
(i) 10 =sup{r©px(0,\) | A € UX}.
Let (X, ) be an approach space and let 6 € [0,00]*. By Proposition 2.12 it is seen

readily that
pX(Hv _): UxX — [07 OO]

is a [0, oo]-filter of the cocomplete metric space (UX, px).

3.8. DEFINITION. ([1]) A [0, co]-filter A of a metric space (X, d) is open if \: (X,d) —
([0, 00],dy) is [0, 00]-Scott continuous.

Now we introduce the central notion of this paper.

3.9. DEFINITION. Let (X, ) be an approach space. A function #: X — [0, 0] is com-
pact if px(0,—) is an open [0, col-filter of the metric space (UX, px) of upper regular
functions.

This definition is a direct extension of the characterization of compact subsets in [15,
Corollary 2.14] to the [0, co]-enriched context.
The following property of compact functions follows immediately from Corollary 3.7.

3.10. PROPOSITION. Let (X, ) be an approach space and 6: X — [0, 00] be a function.
Then 6 is compact if and only if so is its saturation 16.

Since (UX, px) is a cocomplete metric space and its underlying order is opposite to
the usual pointwise order, from Proposition 2.14 we immediately derive the following
characterization of compact functions.

3.11. PROPOSITION. Let (X,0) be a metric space and : X — [0,00]. Then 0 is a
compact function of (X,9) if and only if for each filtered family {\;}icr of upper reqular
functions,

px (0, ?g Ai) = felf px (0, ;).

Parallel to the fact that continuous images of compact sets are compact, we have:
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3.12. PROPOSITION. Let f: (X,6x) — (Y,dy) be a continuous map between approach
spaces. Then for each compact function 0 of (X,dx), the function

f(0):Y —[0,00],  f(0)(y) = inf{0(z) | f(x) =y}

is compact in (Y, dy).

Proor. This follows directly from the above proposition and the fact that

py (f(0),A) = px(0, X0 f)

for every upper regular function A of (Y, dy). [

In a topological space X, a subset K is compact if and only if for each filtered family
of closed sets {F}icr such that K meets each F;, K meets the intersection (), ; Fi. The
following proposition is an analog of this fact in the enriched context.

3.13. PROPOSITION. Let (X, ) be an approach space. For each function 6: X — [0, oo],
the following are equivalent:

(1) 6 is compact.
(2) For each directed family {¢;};c; of lower reqular functions,

(sup ¢;) h @ = sup(¢p; o).

jeT jeT
(3) The map
—mo: (£X,px) — ([0,00],dL)
preserves limits of [0, oo]-filters.

PROOF. (1) = (2) We proceed with two cases.
If sup,¢ ; ¢; is bounded by b < oo, then {b© ¢;} e is a filtered family of upper regular
functions of (X,0). Appealing to Lemma 2.7 we have

bo ((?-lel? ¢;)M0) =px(0,bE sup ;)
= px(@}gﬁ(b@ ;)
= inf px (60,66 ¢;)
:}gf]b@ (p;h0)

= b sup(p;Mmo).

jed

From the arbitrariness of b it follows that (sup;c; ¢;) M0 = sup;c;(¢; M0).
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If sup,¢; ¢; is not bounded, then

(sup¢;) h @ = ( sup inf{ry,sup¢,;})mé

jeJ r€l0,00) jeJ
= sup (inf{ry,sup¢;}mo)
r€(0,00) jeJ

= sup ((supinf{rx,¢;})mé)

ref0,00) je€J

= sup sup(inf{rx,¢;} Mo)

ref0,00) jeJ

=sup sup (inf{rx,¢,;}Mmo)

Jj€J rel0,00)

— sup(6; ).

JjeJ

(2) = (1) Let {\;}ier be a filtered family of upper regular functions. Without loss
of generality, we may suppose that all \; are bounded by b < co. Then {b© \;}ics is a
directed family of lower regular functions. Hence by Lemma 2.7 we have

PX(Haig)\z‘) =bo((bo 12; Ai) )
=065 ((sup(be \))ho)

i€l

=bosup((be \;)Mo)

il

=infb© ((b© A)Mo)
1€
= inf px (0, i),

which shows that € is compact.
(2) < (3) This follows from the dual of Proposition 2.10. n

3.14. PROPOSITION. Let (X,0) be an approach space and A C X. Then a function
0: A — [0,00] is compact in the subspace (A, d|A) if and only if

{Q(x), reA

0" : X — [0,00], 0" (x)=
[0,00], 0" (2) o, zdA

is compact in (X, 6).

PRroOF. This follows from Proposition 3.13 and the fact that \: A — [0, 00| is a lower
regular function of (A, 0| A) if and only if there is some lower regular function A of (X, )
such that A is the restriction of A on A. (]
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The following proposition implies that the family of compact functions is determined
by the inhabited ones. We note that for each approach space (X, d), the function cox is
compact.

3.15. PROPOSITION. Let (X,d) be an approach space.
(1) If both 0y and 05 are compact functions of (X,0), then so is inf{6;,05}.
(ii) If 6 is compact then so is 0 +r for each r € [0, 00].

(iii) If 0 is compact and 0 # ocox, then for each r < ;2;(0@)’ 0 ©r is compact.

Hence for each 0 # ooy, 0 is compact if and only if 6 © inf,cx 0(x) is compact.

PROOF. (i) Use the fact that for any upper regular function A of (X, d), px (inf{6;, 02}, \) =
max{px (61, A), px (62, A)}.
(i) For each directed family {¢; }:c; of lower regular functions, we have
(sup ¢;) M(0 + r) = inf (sup ¢;(x) + 0(x) + r)
i€l z€X e
= (supo;) Mo +r
il
= sup(¢;MO) +r
il
= sup(¢; (6 + r)),
il
hence 6 + r is compact.

(iii) Similar. n
3.16. REMARK. The conclusions (i) and (ii) in Proposition 3.15 amount to that compact
functions of an approach space (X, d) are closed in ([0, 00]*, px) under formation of finite
weighted colimits (c.f. Remark 2.13), which echoes the fact that a finite union of compact
subsets is compact.

3.17. PROPOSITION. Let (X, d) be an approach space and 0: X — [0, 0] be a function.
If for each r > 0, there exists a compact function £ such that 6 < & < 0+ r, then 0 is
compact.

PROOF. Let {¢;}icr be a directed family of lower regular functions and let » > 0. Pick a
compact function £ such that # < £ <60+ r. Then
(sup ¢;) MO < (sup ¢;) ¢
iel iel
= sup(¢; M¢)
icl
< sup(o; (0 + 1))
iel
= sup(¢; M o) +r,
icl
hence (sup;c; i) M0 < sup;c;(¢;h @) by arbitrariness of r. It follows that € is compact
since the converse inequality is obvious. [
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3.18. EXAMPLE. Every function 6: [0,00] — [0, 00] is a compact function of P. By
Proposition 3.10 and Proposition 3.15, we only need to check that every inhabited and
saturated function of P is compact. For each a € [0, 00] and r € [0, oo], define a function
0. [0, 00] — [0, 00] by

0o, () = max{a © z,1}.
Note that if > a, then 6,,(x) = r for all x € [0, 00]. For each lower regular function ¢
of P, since ¢ is a weight of the metric space ([0, 00], dg), we have

¢pMhb,, =placTr)+r.

Then, with the help of Proposition 3.13, one verifies readily that 6, , is compact. Sup-
pose that A is an inhabited and saturated function of P. Then A satisfies the following
conditions:

(i) A is decreasing and continuous at [0, c0);
(i) fy <=z, then)\( ) —Az) <z —uy;
) A(o0) =

If A(0) = oo, then A = 6 by (ii) and (iii), hence compact. If A\(0) # oo, without loss

of generality, we assume that A(0) = 1. By Proposition 3.17, it suffices to show that for
each n > 1, there exists a compact function p such that A < pu < A+ % Let ag = o0 and

(iii

= inf{z € [0,00] | M(z) < =}

3| .

for each 1 <7 <n. Then A <0, ,: : and for any x € [a;,a;_1], we have

2 2
n’n

1
Op,z.(x) < Az) + —,
n’'n n
hence
= inf{@ai+i7i 1<i<n}

satisfies the requirement.

In [21], Lowen introduced the notion of index of compactness for approach spaces. To
see the relationship between compact functions and the compactness-indices of approach
spaces, we introduce the following:

3.19. DEFINITION. Let (X, §) be an approach space and 6 € [0, 00]*. The value

x(0) = sup ((Sup @) M0 S sup(¢ 0))

I pel pel

is called the index of compactness of 6, where I ranges over all ideals of the complete
lattice £X of lower regular functions of (X, J).
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We leave it to the reader to check that

x(0) = sup ((ig px (0, A)) © px(0, inf A)>,

where F' ranges over all filters of the complete lattice X of upper regular functions of
(X, 0).

It is clear that 6 is a compact function if and only if x(6) = 0; that is, # has 0 as index
of compactness.

3.20. PROPOSITION. Let (X,0) be an approach space.

(i) The index of compactness of the constant function Ox is given by

X(0x) = sup inf sup ¢(x),
J zeX deJ

where J ranges over all ideals composed of inhabited lower reqular functions.
(ii) x(0x) s equal to the index of compactness of (X,0) in the sense of Lowen [21, 24].
(iii) x(0x) =0 if and only if (X,0) is 0-compact in the sense of Lowen [21, 24].

PROOF. (i) By definition,

Ox) =su (infsu x) © sup inf x),
x(0x) = sup z€X¢€113¢() ¢€§xex¢()

where [ ranges over all ideals of the complete lattice £X. Since supy;inf,ex ¢(z) = 0
for each ideal J composed of inhabited lower regular functions, it suffices to check that
for each ideal I of £X, there is an ideal J composed of inhabited lower regular functions
such that

inf su z) ©sup inf o(z) < inf su ).

zeX ¢EIID (b( ) ¢EIID zeX (b( ) rzeX ¢€8w( )

If supye;infeex ¢(7) = oo, any ideal composed of inhabited lower regular functions
meets the requirement. If supyc;inf.cx ¢(x) = b < oo, then {¢p © b}ye; is a directed
family consisting of inhabited lower regular functions. Let J be the ideal generated by
this family. Then J is composed of inhabited lower regular functions and

inf su xr) = inf su r) & b) = inf sup ¢(z) & b,
inf supv(r) = nf sup(9(x) ©1) = inf supo(a)

which shows that J satisfies the requirement.
(i) Follows from (i) and [24, Theorem 4.3.9].
(iii) A special case of (ii). n
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The above proposition shows that Definition 3.19 provides an extension of the notion
of index of compactness for approach spaces in the sense of Lowen; and it also leads to
the following:

3.21. DEFINITION. An approach space (X, d) is compact if its index of compactness is 0;
or equivalently, Ox is a compact function.

Compact approach spaces are just the O-compact ones in the sense of Lowen [24]. It
follows from Lemma 3.15 that an approach space (X, ) is compact if and only if for all
r € [0, 00|, the constant function ry is compact.

In the following we show that compact functions in approach spaces are an extension
of compact subsets in topological spaces and precompact subsets in metric spaces.

For each topological space X, the map

0 if = is in the cl A
5X:X><2X—>[()’OO]7 5X(:E,A):{’ 1I r 1s In the closure or A,

oo, otherwise

is an approach structure on the set X. The correspondence X — w(X) = (X, dx) defines
a full and faithful functor
w: Top — App.

Approach spaces of the form w(X) are said to be topologically generated [23, 24]. It is
clear that a function ¢: X — [0, 00] is a lower regular function of w(X) if and only if ¢
is lower semicontinuous; and that A\: X — [0, 00| is an upper regular function of w(X)
if and only if either A = cox or A is bounded and upper semicontinuous.

For a topological space X, it is shown in [24, Proposition 4.3.11] that the approach
space w(X) is compact if and only if the topological space X is compact. This fact together
with Proposition 3.14 yields the following proposition, which shows that the notion of
compact functions of approach spaces extends that of compact subsets of topological
spaces.

3.22. PROPOSITION. Let X be a topological space and A a subset of X. Then 04 is a
compact function of w(X) if and only if A is a compact subset of X.

3.23. PROPOSITION. Let X be a topological space and let 0: X — [0,00] be a lower
semicontinuous function. Then 0 is a compact function of w(X) if and only if 671([0,r])
is a compact subset of X for each r € [0, 00).

PROOF. We check the necessity first. Let A = 671[0,7]. Since 6 is lower semicontinuous,
A is a closed set in X. Let {F;};cr be a filtered family of non-empty closed sets of A.
Since A is closed, it follows that {Of, };cr is a directed family of lower regular functions of
w(X), hence
(Sup OFZ) Mo = Sup<0Fz‘ h 9) <,
iel iel

which shows that {F;};c; has a nonempty intersection and consequently, A is compact.
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As for sufficiency, it suffices to prove that, for each directed family of lower semicon-
tinuous functions {¢;: X — [0, 00] }ier,
(sup ¢;) MO < sup(¢; M a).
iel iel
If sup;c;(¢: M) < r < oo, then for each ¢ € I,
inf (¢i(2) +0()) <.

Let F;, = (¢; + 0)7'[0,r] for each i € I. By lower semicontinuity of 6 and ¢;, one sees
that {F;},cs is a filtered family of non-empty closed sets contained in the closed set
A =070, r]. Since A is compact, then
(sup ¢;) MO = inf (sup ¢;(x) +0(x)) <r
el z€X  jeg
and consequently,

(sup ¢;) MO < sup(¢; o)

i€l icl
as desired. n

3.24. COROLLARY. If X s a compact topological space, then every lower semicontinuous
function from X to [0, 00] is compact in w(X).

Given a metric space (X, d), the map

. 0, A=0,
I'(d): X x2% — [0,00], I'(d)(z,A) = inf d(z,y), A%
yeA
is an approach structure on the set X. Actually, the correspondence (X, d) — (X, T'(d))
defines a functor
I': Met — App,

which is left adjoint to ©2: App — Met. Spaces of the form (X, I'(d)) are called metric
approach spaces [23, 24].

It is not hard to check that ¢: X — [0, 00] is a lower regular function of the metric
approach space (X,I'(d)) if and only if ¢ is a weight of (X,d); and A\: X — [0,00] is
an upper regular function of (X, I'(d)) if and only if either A = cox or A is a bounded
coweight of (X, d). Then, by the dual statement of the Yoneda lemma (Lemma 2.2) one
sees that for each z € X, d(z,—): X — [0,00] is a compact function of (X,I'(d)). So,
by Proposition 3.15 (i), for each finite subset F' of X,

d(Fv _) = ;Iglg' d(av _)

is a compact function of (X, I'(d)).

A metric space (X, d) is precompact if for each r > 0, there exists a finite subset A of
X, such that X = J,., B(z,r), where B(z,7) = {y € X | d(x,y) < r}. A subset K is
called a precompact subset if (K, d) is a precompact metric space.
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3.25. PROPOSITION. Let (X,d) be a metric space and K a subset of X. The following
are equivalent:

(1) K is a precompact subset of (X,d).
(2) d(K,—) is a compact function of (X,T'(d)).
(3) Ok is a compact function of (X,T'(d)).

PROOF. (1) = (2) Since K is a precompact subset of X, for each r > 0 there exists a
finite subset F' of K such that,
K C U B(z, 7).
zeF
It follows that
d(K,y) < d(F.y) <d(K,y) +r

for each y € X. Since F is finite, d(F, —) is a compact function, so, d(K, —) is compact
by Proposition 3.17.
(2) = (3) This follows from that for each weight ¢ of (X, d),

= inf ¢(z)

rzeK

(3) = (1) Suppose on the contrary that K is not precompact. Then there exists r > 0
such that K & |J,.p B(x,r) for any finite subset F' of K. For each z € K, let

P = d(_u X\B(xv T))
Since ¢, (z) > r for all z € K, it follows that

(5up 6,) O = inf sup 6 (y) > -
€K YEK zeK
For each finite subset F' of K, there is some z € K such that d(x,z) > r for all z € F.
Thus,

(sup ¢,) M O0x = inf sup ¢,(y) < sup d,(2) =0,
zEF yeK zecp z€F

which contradicts the compactness of O. [
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4. A Hofmann-Mislove theorem

4.1. DEFINITION. Let (X,d) be an approach space and let A be a [0, co]-filter of the
metric space (UX, px) of upper regular functions of (X, d). We say that A is
(i) proper if A(rx) = r for each r € [0, o0];
(ii) decent if A(X) # 0 for some A # ocox.
For each approach space (X, d) with X being non-empty, the metric space (44X, px)

has exactly two [0, ool-filters that are not decent, both of them are open. The first is
px(0cox, —) and the second is given by

A()\):{O’ A?AOOX,

00, A =o00x.
The following proposition is obvious.
4.2. PROPOSITION. Let 6 be a compact saturated function of an approach space (X,9).

(i) If 0 is inhabited then px (0, —) is a proper open [0, ccol-filter of (UX, px).
(ii) If 0 is non-vacuous then px (0, —) is a decent open [0, oo|-filter of (UX, px).

Our aim is to show that for a sober approach space (X, d), every proper open [0, co]-
filter of (UX, px) is of the form px (6, —) for a unique inhabited and saturated compact
function.

A lower regular function ¢ of an approach space (X, ) is said to be irreducible if for
all lower regular functions ¢; and ¢o,

inf{¢1, ¢} < ¢ = either ¢, < ¢ or ¢y < ¢

4.3. DEFINITION. ([2]) An approach space (X, 0) is sober if for each inhabited and irre-
ducible lower regular function ¢ of (X, 9), there is a unique € X such that ¢ = §(—, {z}).

4.4. EXAMPLE.

(a) ([2]) For each topological space X, the approach space w(X) is sober if and only if
X, as a topological space, is sober.

(b) ([19]) For each metric space (X,d), the metric approach space (X,I'(d)) is sober
if and only if (X,d) is Smyth complete; that is, (X,d) is separated and all of its
forward Cauchy nets converge in its symmetrization (defined in an obvious way).
In the case that the metric d is symmetric, this conclusion was first proved in [2].

4.5. PROPOSITION. An approach space (X,0) is sober if and only if for each non-vacuous
irreducible lower reqular function ¢ of (X,0), there exist a unique x € X and a unique
s € [0,00) such that ¢ = s+ 0(—, {x}).

PRrROOF. Consider the lower regular function ¢ © inf,cx ¢(x). n
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Now we state the main result of this paper.

4.6. THEOREM. Let (X, ) be a sober approach space.

(i) For each proper open [0, ool-filter A of (UX, px), there is a unique inhabited compact
saturated function v of (X,0) such that A = px(v,—).

(ii) For each decent open [0,c0]-filter A of (UX,px), there is a unique non-vacuous
compact saturated function p of (X,98) such that A = px(u, —).

Therefore, for a sober approach space (X,0), there is a bijection between proper (decent,
resp.) open [0,00]-filters of the metric space of upper regular functions of (X,d) and
inhabited (non-vacuous, resp.) compact saturated functions of (X,0). Furthermore, this
bijection is an isomorphism between metric spaces, when the set of open [0, 00]-filters is
endowed with the metric pyx and the set of compact saturated functions is endowed with
the metric p% .

4.7. LEMMA. Let (X,0) be an approach space. If X is a compact saturated function of
(X,0), then the map
P: £X — [0,00|, P(p) =0phA

satisfies the following conditions:

(C1) For each directed subset {¢;}; of £X, ®(sup ¢;) = sup ®(¢;).
iel el

(C2) For all ¢1, P2 € £X, ®(inf{p1, d2}) = min{P(¢1), P(¢p2)}.

(C3) Forallp € £X andr € [0,00], P(p+ 1) = D(p) + 7.

Conversely, if (X,9) is a sober approach space, then for each map ®: £X — [0, 00| that
satisfies (C1)-(C3), there is a compact saturated function \ of (X,0) such that ®(¢p) =
oM.

PROOF. We leave it to the reader to check that for each compact saturated function A of
(X, 0), the map ®(¢) = ¢ A satisfies (C1)-(C3).

For the converse part, suppose that ®: £X — [0, o] satisfies (C1)-(C3).

First of all, by (C2), (C3) and Proposition 2.3 one sees that ®: (£X, px) — ([0, o0, dy)
is a non-expansive map. We claim that the function

A X —[0,00], AMx) = B(3(—, {z}))

satisfies the requirement; that is, A is a compact saturated function of (X, ) and ®(¢) =
DY

Since

A(@) +0(x, {y}) = ®(0(=,{z})) + px(6(=, {2}),0(={y})) = ®(3(—, {y})) = Ay),

it follows that A is saturated.



44 JUNCHE YU AND DEXUE ZHANG

Next we show that for each ¢ € £X, ®(¢) = ¢ M A. This equality together with (C1)
implies that A is compact. On one hand,

oA = inf (¢(z) + (d(= {z})))
= Inf (px(6(=, {2}), ) + ®(6(=, {}))) (Equation (3.1))
> ©(¢).
On the other hand, for each r € [0, 00) with ®(¢) < r, let
A ={{eLX | <& () <}

By (C1) and Zorn’s lemma, A, has a maximal element, say ¢. By (C2) one sees that v
is an irreducible lower regular function; by (C3) one sees that ¢ # cox. Since (X, J) is
sober, there exist a unique x and a unique s € [0, 00) such that ¢ = s+ 6(—, {z}). Since
1 € A,, it follows that

dhA<yPhmA
= inf (s + 6z, {x}) + B(3(~, {2})
= s+ inf (px(5(—a {2}),0(={z})) + @(4(~, {z}))>
=5+ D(0(—, {z})) (® is non-expansive)
= 2(¢) (C3)
<r.
Therefore, pth A < ®(¢) by arbitrariness of r. n

PROOF OF THEOREM 4.6. (i) Suppose that A: X — [0,00] is a proper open [0, oo]-
filter of (M1X, px). First of all, we assert that A satisfies that

AAX+7r)=AN) +r

for all A € X and r € [0,00]. If A = ooy, the equality is obvious; if A is bounded, then
by Proposition 2.12 we have that A(A+r) > r and

AN =A(A+r)er)=AA+r)—r,

hence AN+ 1) = A(X) + 7.

We turn to the proof of the conclusion. Uniqueness of v follows from Corollary 3.7; as
for existence, define a map ®: £X — [0, 0] as follows: for each lower regular function
¢ of (X,6), let

@(6) = sup é(x) © A sup o(x) © o)
zeX zeX

if ¢ is bounded; and let
®(¢) = sup P(inf{e,rx})

r€[0,00)
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if ¢ is not bounded.
Before proceeding, we notice that, as a consequence of the equality A(A+7) = A(N)+7,
for each bounded ¢ and each bound b of ¢, it holds that

(¢) =b—A(b - ¢).

We claim that ®: £X — [0, co] satisfies the conditions (C1)-(C3) in Lemma 4.7. Here
we check (C1) for example. Let {¢;}icr be a directed family of lower regular functions. If
sup,c; ¢; is bounded, pick an upper bound b of all ¢;, then

P(sup ¢;) = b S A(bS sup ¢;)

el i€l

=bS A(inf b & ¢;)
1€

=boinfA(bS )
=supbo A(b© ¢;)

i€l
= sup ®(¢).
i€l

If sup;c; ¢; is not bounded, we have

O(sup ¢;) = sup P(inf{sup¢;,rx})

iel r€[0,00) iel

= sup CI)(SUP inf{gbh TX})

rel0,00) iel

= sup sup ®(inf{e;,rx})
re[0,00) i€l

=sup sup P(inf{e¢;,rx})
i€l re(0,00)

= sup &(¢).
i€l
Since (X, d) is sober, by Lemma 4.7, there is a compact saturated function v of (X, J)
such that ®(¢) = ¢hr. We show that v satisfies the requirement. First, it follows from
Ox Mv = ®(0x) = 0 that v is inhabited. Second, we show that px(v,\) = A(\) for all
A € UX. The equality is trivial if A = cox; if A is bounded, pick a bound b of A, then

pX(Va)‘):pX<V7b@(b@/\))

=bo ((be)mhy) (Lemma 2.7)
—bod(hoN)

=bs(b—Ab—(b—2X))) (b is a bound of b — \)
=b—(b—A) (A(N) < b)

= A(M).
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(i) Suppose A: 44X — [0, 00] is a decent open [0, co]-filter of (UX, px). Let
s =sup{r € [0,00) | A(rx) =0}.
Since A is decent, s < oo. Then for each r € [0,00), A(rx + s) = r. Hence the map
AN:UX — [0,00], AN =AN+5)

is a proper open [0, col-filter of (X, px). By (i), there exists a unique inhabited compact
saturated function v of (X, d) such that A’ = px (v, —). Since for each A € UX we have

AN =A((N+s)os)
=AA+s)Os
=N\ os
=px(,A) ©'s
=px(v+s,A),

then p = v + s is a compact saturated function of (X, J) such that A = px(p, —).
Finally, we show that the bijections in (i) and (ii) are isomorphisms between metric
spaces. It suffices to show that for all saturated functions 6 and A,

pX(ea )‘) = puX(pX()‘v _)> pX(97 _))

For this we only need to check that px (0, A) < pux(px (A, —), px (0, —)). To this end, we
show that for each r € (0,00), if r < px (0, A), then r < puX(pX( =), px(0,—)). Assume
that < px(6,)\), then there exists an x € X such that r < \(z ) o 0(x). If Mz) < oo,
consider the upper regular function pu = A(z) © 6(—, {z}), we have

px (0, 1) = Ax) & (0(—,{z})hb) (Lemma 2.7)
= ANz) e 6(z) (Equation 3.ii)
>

A similar calculation gives that px (A, ) = A(z) © A(z) = 0. Therefore,

r < px(0, 1) © px (A 1) < pux (px (A, =), px (6, =)

If A(z) = oo, then 0(z) < oo, consider the upper regular function (0(x) +r) © §(—, {z}),
we have

px(0,(0(z) + 1) © (=, {z})) =
and

px(A, (0(z) + 1) ©0(=,{})) =
Hence r < pux(px(A, =), px (6, —)). =
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The Hofmann-Mislove theorem for topological spaces is contained in Theorem 4.6. To
see this, let X be a sober topological space, and let F be a proper open filter of the
open-set lattice of X. It is readily verified that

A: (w(X)) — [0,00], A(N) = inf{px(0y, \) | U € F}

is a proper open [0, ool-filter of the metric space of upper regular functions of the approach
space w(X). Since w(X) is sober, there is a unique inhabited and compact saturated
function p of w(X) such that
AA) = px(p, A)

for all A € U(w(X)). We leave it to the reader to check that u takes value either 0 or oco.
Let

Q= {reX| )= 0}
Then () is a compact saturated subset of X such that for each open set U of X, Q) C U
if and only if U € F. This gives the Hofmann-Mislove theorem for topological spaces:

4.8. COROLLARY. (Hofmann-Mislove theorem for topological spaces) Let X be a sober
topological space, the ordered set of open filters of the open-set lattice and the ordered set
(ordered by reverse inclusion) of compact saturated subsets of X are isomorphic.

We end this paper with an example which shows that, unlike in the classical context
[8, page 147], sobriety is not indispensable in Theorem 4.6.

4.9. EXAMPLE. Let X = ([0,00],I'(dL)) and let Y be the subspace (0, c0] of X.

The function

: (0,00 — [0,00], (x)=0.

is a [0, oco]-ideal of the metric space ((0, o], dy), hence an inhabited and irreducible lower
regular function of Y, but ¢ # I'(d.)(—, {z}) for any x € (0, o], which shows that Y is
not sober.

For each function #: [0,00] — [0, 00], denote its restriction on (0,00] by 7. Since
every coweight of ([0, 00],dy) is continuous at 0, one sees that

() UX — Y, A M
is an isomorphism of metric spaces. Thus, for each proper open [0, col-filter A of 1Y,
A UX —[0,00], A(N) =A)

is a proper open [0, oo]-filter of LX. Since the metric space ([0, o], dy) is Smyth complete,
X = ([0,00],I'(d)) is sober [19]. Then there is an inhabited compact saturated function v
of X such that A’ = px (v, —). Since v is continuous at 0, it follows that v' is an inhabited
compact saturated function of Y and A = py (v, —). This shows that the metric space of
proper open [0, ool]-filters of upper regular functions of Y and the opposite of the metric
space of inhabited compact saturated functions of Y are isomorphic.
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