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GENERALIZED PRINCIPAL BUNDLES AND QUOTIENT STACKS

ELENA CAVIGLIA

ABSTRACT. We consider the internalization of the usual notion of principal bundle
in a site that has all pullbacks and a terminal object. We use this notion to consider
the explicit construction of quotient prestacks via presheaves of categories of principal
bundles equipped with equivariant morphisms in this abstract context. We then prove
that, if the site is subcanonical and the underlying category satisfies some mild conditions,
these quotient prestacks satisfy descent in the sense of stacks.
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1. Introduction

Principal bundles over topological spaces and smooth manifolds have been originally studied
in geometry and topology (see [13], [7] or [20]). Over the years the notion of principal
bundle has been generalized in different directions. Kock in [10] studied generalized fibre
bundles introducing a notion that makes sense in any category with finite inverse limits,
while a notion of principal bundle in a Grothendieck topos has been studied, even in the
infinite dimensional case, by Nikolaus, Schreiber and Stevenson in [16].

In this paper we consider an internalized notion of principal bundle that makes sense
in any site, provided that the underlying category has all pullbacks and a terminal object.
The topological group involved in the standard notion becomes here a group object of the
category and the notion of locally trivial morphism is internalized by considering pullbacks
along the morphisms of a covering family for the Grothendieck topology of the site. This
internalized notion was essentially present in Grothendieck’s work (see [4] and[3]) and
a similar notion has been used also by Sati and Schreiber in [18]. This internal notion
coincides with the classical one when the site is (Zop, std), where Top is the category of
compactly generated Hausdorff topological spaces (and continuous maps between them)
and std is the standard Grothendieck topology, i.e. the covering families of a topological
space coincide with its open coverings. Moreover, also principal bundles in the algebraic
geometry context (see [11] or [15]) are an instance of this notion.

We believe that one of the main advantages of this internal notion is that it could
make possible to use the rich and important theory of principal bundles in new contexts
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568 E. CAVIGLIA

of geometry and mathematical physics.

The importance of principal bundles lies also in the fact that they are the objects
classified by classifying spaces via homotopy pullbacks (see [13]) and by classifying stacks
via 2-pullbacks. Classifying stacks are particular cases of the very important notion of
quotient stacks. Quotient stacks are commonly thought as stackifications of presheaves of
action groupoids (see as a classical reference the book [11] by Laumon and Moret-Bailly),
but an explicit construction that uses presheaves of groupoids of principal bundles equipped
with equivariant maps to a fixed space is also present in the literature in the algebraic case
and in the differentiable case (see, for instance, [15] and [5] respectively). In this paper
we perform the same construction in the internal context to define quotient prestacks.
We, then, prove that these objects are well defined pseudofunctors. A crucial difference
between these quotient prestacks and the classical ones is that in our case prestacks take
values in Cat and not necessarily in gpcf , while classical quotient stacks are stacks of
groupoids. This is due to the fact that a generic Grothendieck topology does not always
behave well with respect to the morphisms of the category in a sense that is explained in
Remark 3.2.

Since the classical quotient prestacks are always stacks, it is natural to wonder whether
this is true for the internal ones. The answer to this question seems negative, but a proof
of this is not given in this paper. However, we find sufficient abstract conditions that
guarantee that these generalized quotient prestacks are satisfy descent in the sense of
stacks. This is the content of the main result of this paper:

1.1. THEOREM. Let C be a cocomplete category with pullbacks and a terminal object and
such that pullbacks preserve colimits. Let then T be a subcanonical Grothendieck topology
on C and X,G € C with G a group object. Then the quotient prestack [ X/G] is a stack.

Notice that the required conditions on the category C are not so restrictive. They are,
in fact, satisfied by all locally cartesian closed categories with a terminal object. This
gives us many contexts in which it is possible to apply our result, such as all cocomplete
quasitopoi (see [17]) that include the interesting case of diffeological spaces in the sense
of [19] as well as all cocomplete elementary topoi. To prove this theorem, that appears
in Section 4 as Theorem 4.5, we show that the quotient prestack is a stack when the
considered topology is the canonical topology. To do so, we use the basis of the canonical
topology introduced by Lester in [12].

The proof of Theorem 1.1 is rather technical, especially when it comes to prove that
every descent datum is effective, and we need to use the language of sieves, instead of
the one of covering families, to avoid even more complicated technicalities. We recall this
useful version of the definition of descent datum that is surely well-known, but for which
we could not find a reference.

1.2. DEFINITION. Let F: C°° — (Cat be a prestack and let S be a sieve on'Y € C. A
descent datum on S for F is an assignment for every morphism Z Lyins of an
object Wy € F(Z) and, for every pair of composable morphisms Z' 95 72 Ly with fes,
of an isomorphism @!9: g*W; —> W such that, given morphisms Z" LNy NN T
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with f € S, the following diagram is commutative

h*plg

h*(g* W) ———— b*(Wiog)

lw J/«pfog’h

(g oh)*(Wy) —ran? Wiegen-
This descent datum is called effective if there exist an object W € F(Y') and, for every

morphism Z Lye S, an isomorphism
Wl W) = Wy
such that, given morphisms Z' 2 Z Ly with f €S, the following diagram is commutative

g (W) 225 g2 (W)

C T

* wfog
(fog)'W ——— Wy,

A stack for us will be a pseudofunctor that satisfies the descent condition up to
equivalence (see, for instance, [15]), as in the following definition:

1.3. DEFINITION. A prestack F: C® — (Cat is a stack if it satisfies the following
conditions:

- Bvery descent datum for F is effective;

- (Gluing of morphisms) Given a covering family U = {f;: U; — U},;, objects x and
y of F(U) and morphisms ¢;: x‘U_ — y‘U, in F(U;) for every i € I such that for
every i,7 € 1 %“U__ = goj‘U__, there exists a morphism n: x — y such that n‘U_ = ;;

ij ij i

- (Uniqueness of gluings) Given a covering family U = {f;: U; = U},_,, objects x and
y of F(U) and morphisms ¢, : x — y such that for everyie I go‘U_ = w‘U_, then
p=1.

It is well-known that in the classical case isomorphism classes of principal G-bundles
are in bijection with the first cohomology group with coefficients in G (see [8] for a proof
of this fact) and we believe that an analogous, but stronger, result can be proved in our
generalized setting, taking into account not only the objects but the whole categorical
structure on both sides. This result, together with a 2-dimensional version of the theory
presented in this paper, is work in progress of the author.



570 E. CAVIGLIA

OUTLINE OF THE PAPER. In section 2, after recalling the notions of action and equivariant
morphism in the context of group objects of a category, we construct an action of an
internal group on a pullback, given its actions on the sources of the two morphisms involved
in the pullback (Construction 2.4). This particular action is needed to internalize the
notion of principal bundle and will be used several times throughout the paper. Moreover,
we introduce the notion of locally trivial morphism in a site (Definition 2.7) and we use it
to define principal bundles and morphisms between them in this context (Definitions 2.8
and 2.9). We conclude the section observing that this notion truly generalizes the classical
notion of principal bundle over a topological space. Section 3 is dedicated to the definition
of generalized quotient prestacks (Definition 3.1). A key result of the section is that
generalized principal bundles are stable under pullbacks (Proposition 3.3), as this is crucial
to prove that our definition of quotient prestack is a good one (Proposition 3.4). We start
the last section of the paper (Section 4) recalling some useful results about the canonical
topology. We, then, prove the main result of the paper (Theorem 4.5) which states that,
under certain mild assumptions on the underneath category, the quotient prestacks are
stacks with respect to every subcanonical topology.

2. Generalized principal bundles

Let C be a category with pullbacks and terminal object T and let 7 be a Grothendieck
topology on it. In this section we will consider principal G-bundles over X, where X is an
object of C and G is an internal group in C.

Firstly, we recall the well-known definitions of action of an internal group of C on
another object of the category and equivariant morphism (see Grothendieck’s [4] and
Heckmann and Hilton’s [1] and [2] as classical references).

2.1. DEFINITION. Let G be an internal group in C and let X be an object of C. An
action of G on X is a morphism

z: G x X =X

such that the following diagrams are commutative

GxGx X 29X gy x Tx X 2% g x
mxidXJ/ J/x PYQJ/ J/x
GxX —— 5 X X ——— X,

where T is the terminal object of C, m: G x G — G 1is the internal multiplication of G
and e : T'— G 1s the internal neutral element of G.

2.2. DEFINITION. Let G be a group object in C that acts on the objects X andY of C with
actions x: G x X - X and y: G x Y — Y respectively. A G-equivariant morphism
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f: X =Y is a morphism in C such that the following square is commutative:

Gx X —X— X

idg x fl lf

2.3. REMARK. Notice that every morphism of C is G-equivariant when the source and
the target are equipped with trivial actions of G. Having this in mind, we will always think
of the objects of C as equipped with trivial actions of G when the action is not specified.

We now describe how to define an action of G' on the pullback of two morphisms in C,
given actions of G' on the domains of the the morphisms. This action will be largely used
throughout the article.

2.4. CONSTRUCTION. Let G be a group object of C that acts on P € C with action
p:Gx P — P, onY € C with action y: G x Y — Y and on Z € C with action
2:GxZ—>Zandlet f : P—Y and g: Z — Y be G-equivariant morphisms.

Consider, then, the pullback square

PxyZ 19, p

7 ——5Y.
We want to define an action of G on the pullback P Xy Z and we can do this using the

morphism ¢: G x (P xy Z) — P xy Z induced by the universal property of the pullback
P xy Z as in the following diagram

po(idg x f*g)

G x (P xy Z)

ZT>Y,

where the outer square is commutative since it can be obtained by gluing commutative
squares as follows

Gx(PxYZ)MGxP#P

idg xg* f lidc x f lf

GxZ 9  avy Y Ly
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where the upper right square is commutative, because f is equivariant and the lower square
because g s equivariant.

2.5. PROPOSITION. The morphism p: Gx (P xy Z) — P xy Z defined in Construction 2.4
18 an action of G on P Xy Z.

PRrROOF. To prove that v is an action we need to show that the following diagrams commute:

GxGx(PxyZ) 2% Gu(PxyZ)  Tx(Pxy2) 225 G x (P xy 2)
mXidpxsz/ ldl prZJ/ Jjﬁ
G x (P xy Z) ————— P xy Z PxyZ ———— Pxy Z.
Wdpxy z

To do this, we will use the universal property of the pullback P xy Z.

We start from the diagram on the left and we consider the post-composition with f*g,
so we need to prove that f*g o o (idg x¢) = f*go o (m x idpx, 7). This is shown by
the following commutative diagram

GxGx (PxyZ) Mo xv >G><(P><YZ)L>P><YZ
W x f*g) lidc g
GxGxP 9 ,qxp
mxidpy, z J/mxidp f*g
GxP ¢
W P
G x (lng Z) v .p Xy Z A : P

Analogously, we have to prove that g*f o ¢ o (idg x¥) = g*f 01 o (m x idpx, z) and this
is shown by the commutative diagram

G x G x (P xy Z) Mo xw y Gx (Pxy Z) —Y s Pxy Z
\(dc %% /) lidc oty
GxGxP % ,gxy
mxidpxy z J/mxidz g*f
Gx Z
idg Xg*f
4 w +

Gx(PxyZ) —2 s PxyZ $ 7.
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By the universal property of the pullback P xy Z, we conclude that the first property
required to be an action holds. To prove that the second property holds as well, we use
again the universal property of the pullback P xy Z.

The following diagram shows that f*go oe x idpy,z = f*g o pry:

exidpy
T x (P xy Z) e v Gx (PxyZ) —2 s Pxy Z
w*g deGXf*g
pry TxpP— cqgxp f*g
p
pPra
PxyZ - S P

Analogously, the following diagram shows that g*f oy oe x idpy, z = g*f o pry:

exidpy
T x (P xy Z) Tev? y G x (PxyZ) —2—s Pxy Z
W}c lidGXg*f
pry Txz Y% avyzy g*f
pro \
PxyZ — 7.

Hence we conclude that ¢ o e x idp«, z = pry, and so the second property of action holds

for 1. n

2.6. REMARK. Notice that the result of Proposition 2.4 can be seen as consequence of the
fact that G-actions are the algebras for the monad G x — and monadic functors create all

limits that exist. This is the approach used in the case of topological spaces by Sati and
Schreiber in [18].

In order to introduce the concept of principal bundle in this more general context, we
need to define locally trivial morphisms with respect to the fixed Grothendieck topology

on C.

2.7. DEFINITION. Let g: Y — X be a morphism of C. We say that g is locally trivial
if there exists a covering {f;: Uy — X}._; of X such that for every i€ I the pullback

iel

YXXU—>Y

X

UZ—>
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1s 1somorphic to G x U; and the isomorphism
gOiZYXXUi—)GXUZ‘

1s G-equivariant, i.e.
G x (Y xx U) — Yy U

idg x %J/ l@i

GX(GXUI)TGXUZ,

where the action 0;: G x (G x U;) — G x U; is the composition of the canonical isomorphism
G x (G x U;) = G x U; with the internal multiplication m : G x G — G of G and the
action ¥;: G x (Y xx U;) = Y xx U, is defined as in Construction 2./.

We are now ready to give the main definition of this section.

2.8. DEFINITION. Let G be an internal group in the site (C,7) and let X be an object of C.
A principal G-bundle over X is a a G-equivariant locally trivial morphism 7wp: P — X,
where the object P of C is equipped by an action p: G x P — P.

2.9. DEFINITION. Let p: P — X and mg: Q — X be principal G-bundles over X in
C. A morphism of principal G-bundles ¢ from np: P — X tong: Q — X is a
morphism p: P — @Q in C such that

A

2.10. NOTATION. Principal G-bundles over X and morphisms of principal bundles between
them form a category that we will denote Bung(X).

2.11. REMARK. Consider the category Iop is the category of compactly generated Haus-
dorff topological spaces and std is the standard topology on it, i.e. the coverings of a space
are the usual open coverings (with inclusions of the opens in the space as morphisms). In
this setting our notion of principal bundles coincides with the usual one.

Notice that up to now we do not need to restrict ourselves to only consider compactly
generated Hausdorff spaces but we have chosen to do so both because this category is much
more well-behaved than the category of all topological spaces and because this way we can
apply Theorem 4.5 to (Top, std) as pullbacks preserve colimits in this category.

3. Generalized quotient prestacks

In this section we will explicitly construct quotient prestacks over a site using the traditional
construction in our internal context. We will then prove that they are well-defined
pseudofunctors. To do so, we will also show that the principal bundles introduced in
Definition 2.8 are stable under pullbacks.
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We are now ready to give the explicit construction of quotient prestacks in our context.
This construction follows a well-known recipe that is present in the literature in the case

of schemes over a field (see for instance page 28 of [15]) and in the differentiable case (see
for instance Example 1.5 of [5]).

3.1. DEFINITION. Let C be a category with pullbacks and terminal object and let T be a
Grothendieck topology on it. Let then X be an object of C and let G be a group object of
C that acts on X with action v: G x X — X The quotient prestack
[X/G]: C® — Cat
1s defined as follows:
o for every object Y € C we define [X/G|(Y') as the category that has
— as objects the pairs (P,«) where mp: P — Y is a principal G-bundle over Y
and a: P — X is a G-equivariant morphism;
— as morphisms from the object (P,«) to the object (Q, ) the morphisms of
principal G-bundles ¢: P — @) such that

P— % 40

N A

e for every morphism f: Z — Y in C, the functor

[X/G1(): [X/GIY) — [X/GI(Z)

sends

— an object (P, a) € [X/G|(Y) to the pair (P xy Z,aonhf), where P xy Z is
the pullback

Pxyz 1, p

f*ﬂ.PJ/ 4 ‘/ﬂ'p

Z——Y;

— a morphism ¢: (P,a) — (Q, ) to the morphism [X/G](f)(¢) defined by the

universal property of the pullback as in the following diagram
porp f
. [X/EI0 )

“u nhf
QxyZ ——Q

77—,

where the biggest square is commutative because ¢ is G-equivariant.
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3.2. REMARK. While the classical quotient prestacks take values in Gpd, this is not
necessarily true for the ones just introduced. This is due to the fact that in a generic site
it is not always possible to define morphisms locally (on a covering) and then use the local
definitions to define a global morphism. The classical proofs of the fact that morphisms of
principal bundles over topological spaces are always isomorphisms (see for instance [1/],
Proposition 2.1) strongly rely on this special property of the site (Iop, std).

In order to show that [ X /G] is well-defined and that it is a prestack (i.e. a pseudofunctor
that takes values in Cat), we will need the following result.

3.3. PROPOSITION. Let mp: P —Y be a principal G-bundle over Y. Then the pullback
P xy Z given by the following pullback square

PXyZ

P

a
f*WPJ/ l
A —> Y

s a principal G-bundle over Z with morphism mpy, z 1= f*7p.

PROOF. We begin considering the action 1: G x (P xy Z) — P Xy Z of G on the pullback
P xy Z defined as in Construction 2.4.
We notice that the morphism 7py, 7 is G-equivariant since the square

Gx(PxYZ)LPxYZ

idG Xf*ﬂ'pJ/ lf*ﬂp

GxP——p— P,

is commutative by definition of .

We now need to show that mpy, 7 is locally trivial.
Since mp: P — Y is a principal G-bundle, there exists a covering V = {g,: V; = Y}, of
Y such that for every i € I the pullback

PXyV

P
g9; TP
Y

Vi ——F——

is isomorphic to G x V; and the isomorphism «;: P xy V; = G x V; is G-equivariant (here
the action of G on P xy V; is defined as in Construction 2.4). Therefore, we can use the
covering V of Y to define the family U = {f*g;: V; xy Z — Z},_, that is a covering of Z
by definition of Grothendieck topology. In order to use this covering to prove that wpy, z
is locally trivial, we need to show that for every ¢ € I there exists an isomorphism

0i: (Pxy Z) xz (Vixy Z) > G x (V; xy Z).
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Equivalently, we need to show that G x (V; xy Z) satisfies the universal property of the
pullback (P xy Z) xz (V; xy Z). To do this, we define a morphism

hil G x (‘/; XyZ)—>P><yZ
for every ¢ € I as shown in the following diagram

—1_ .
mhgio g o (idg xgf f)

G x (V; Xy Z)
\\\\hi
st

*
PxyZ —t

P
f*ﬂ.PJ/ 4 lﬂ’p
Z

— Y

pryo(idg x f*g;)

and we want to show that G x (V; xy Z) with morphisms h;: G x (V; xy Z) > P xy Z
and pry: G x (V; xy Z) — V; xy Z satisfies the universal property of the pullback
(Pxy Z)xz(Vixy Z). Firstly, we need to prove that the following diagram is commutative:

Gx(VixyZ)LPxYZ

pTQJ/ J/f* iy =3

‘/;' Xy ) — 7.
f*gi
This is true since we can obtain this square by gluing a commutative square given by the
definition of h; and a trivially commutative square.
Let now C' be an object of C equipped with two morphisms r: C' - P xy Z and
l: C — V; xy Z such that
c ——— P Xy Z

‘/ZXYZTZ

We need to prove that there exists a unique morphism ¢: C' — G x (V; xy Z) such that
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We define
t:= (pr;oq; 0q) x I,

where ¢: C' - P xy V; is the morphism given by the universal property of P xy V;, as
shown in the following diagram:

gl* fol

A *gi

PxyV, %, v

4
gim PJ/ J/”P

7T;§f07"

It is clear that pry ot = [ and so it remains to prove that h; ot = r and to do so we use the
universal property of the pullback P xy Z. Looking at the post-composition with f*mp,
we have the following commutative diagram:

o

t ‘/; XyZ fEnp

G x (V;

Xy Z) A

PXyZ.

C )PXYZ

On the other hand, the post-composition with 7} f gives the following commutative
diagram:

C . >P><yZ
\
t
G x (V; xy Z) P xy 'V
id *

wf / 5 f

hi G x V; e
PXyZ > I,

5 f
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where every internal diagram is commutative by definition except the upper-left one which
is commutative because GG x V; has the universal property of the product and we have the
following commutative diagrams

C 1 s PxyV, —2 s GxV,
t VXY pry
Gx (VixyZ) ——— ldcxgl G><V-—>G

C —1 s PxyV;, 2 GxV,

pro

~

GX(‘/iXyZ

) idg ><gl*f

GxV, —22 5V,

Hence, we have shown that G x (V; x Y Z) satisfies the universal property of the pullback
(P xy Z) xz (V; xy Z) and so there exists an isomorphism

0i: (P xy Z) xz (Vixy Z) > Gx (V; xy Z).

We now have to prove that ¢; is G-equivariant, i.e. that the following diagram is
commutative

G x (P xy Z)xz (Vi xy Z)) —2s (P xy Z) x5 (V; xy Z)

idg x gDiJ/ J/CP'L

G x (G x (V; xy Z)) m y G x (Vi xy Z),

where ¢;: G x (P xy Z) xz (Vi xy Z)) = (P xy Z) xz (Vi xy Z) is the action defined
using Construction 2.4. We want to use the universal property of the pullback satisfied by
G x (V; xy Z) and so we start considering the post-composition with h; and we obtain
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the following diagram:
G x (P xy Z)xz (Vixy Z)) —2s (P xy Z) x5 (Vi xy Z) —2s G x (Vi xy Z)

idg x(f*mp)*(f*gi)

ide % p; G x (P xy Z) hi
\
G x (G x (Vi xy 2)) - y G x (Vi xy 2) i y P xy Z.

We notice that the central and the right diagrams commute by the definitions of ; and
w; and so it suffices to prove that the left diagram commutes. To do so we can use the

universal property of P xy Z. The following commutative diagrams show that both the
post-composition with f*mp and 7} f work:

G x (P xy Z) xz (V; xy Z)) —exWIme" 029D oo (pwy 2) B Pxy 2

J/idg X f*ﬂ‘p
idG Xhi

ide x @; pry| G x Z f*rp

pro

v ~

GX(GX(‘/;XyZ))T)GX(V;XyZ)TPXny*—>Z

Tp

G x (P xy Z) x5 (V; xy 2)) 2exWmDTD oo (pwy 2) % Pxy 2

J/idg X Tr;l_f,f

Gx P

idGV

G x (PXyV)—>P><yV

idg x ailT

(G x V) —>G><V-

%@Xglf) A

G x (G x (V; xy Z)) —>G>< (Vi xy Z) —>P><YZ—f>
T

idG X hi

idg xp; 5 f

where

ﬁiiGX(PXYvi)—’PXYvi
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is the action given by Construction 2.4 and
7Gx (Gx V) > GxV

is the action given by the internal product of G on the product G x V;.
Now we consider the post-composition with pr, and we obtain the following commutative
diagram

G x (P xy Z) x5 (Vi xy Z)) —2 s (P xy Z) x5 (Vi xy Z) —5s G x (Vi xy Z)

N(”
idg x; V Xy Z (o) *(f*rp) pro
Gx(Gx (Vi xy Z2) (Vi xy Z s Vo xy Z.

This shows that ¢; is G-equivariant and so we have proved that 7py, z: P Xy Z — Z is a
principal G-bundle over Z. ]

We are now ready to prove that the quotient prestack [X/G] is a pseudofunctor (see
for instance [15] for a definition of pseudofunctor).

3.4. PROPOSITION. The quotient prestack [ X /G| of Definition 3.1 is a pseudofunctor.

PROOF. The fact that [ X /G] is well-defined on objects follows from the previous Proposition
and straightforward observations.
Let f: Z — Y be a morphism in C. We have to show that the assignment

[X/G1(): [X/GIY) — [X/GI(Z)

of Definition 3.1 is a functor.

Let (P, a) be an object of [X/G](Y). By Proposition 3.3, we have that P xy 7 is a
principal G-bundle over Z with morphism 7p Xy Z := f*mp. Moreover, the morphism
aormpf: Pxy Z — X is G-equivariant since the following diagram is commutative

Gx(PxyZ) —2s PxyZ
idg xns f 5 f

2 2

GxP—~2 P

idg xa «

2 2

GxX —— X,

where 1) is the action of G on the pullback P xy Z defined as in Construction 2.4. Then
we have shown that (P xy Z,a o whf) is an object of [X/G](Y) and so [X/G](f) is
well-defined on objects. To prove that it is well-defined on morphisms as well, we need to
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show that given a morphism ¢: (P, o) — (@, 8) in [X/G](Y"), the morphism [X/G](f)(¢)
given by the universal property of pullback as in the following diagram

ot f

P XyZ
~. X/GI)(e)

is a morphism in [X/G][Z]. But this is true by definition and it remains to prove just
that [ X/G](f) preserves identities and compositions.

Let (P,a) be an object of [X/G](Y). Then the morphism [X/G](f)(id(pa)) is the
unique morphism such that the following diagram is commutative

-y

« o IX/C(N(d(p0))

But the morphism id(pxyzld(m) ontf) i P Xy Z — P xy Z makes the diagram commute too
and so [X/G](f)(id(pa)) = id(pxy zid p., ont ) and we have shown that [X/G](f) preserves
identities.

Let now ¢: (P,a) — (@, ) and ¥: (@, ) — (R, d) be morphisms in [X/G](Y). The
morphism [X/ G]( )(1 o ) is the unique morphism such that the following diagram is

commutative
(Yop)orh f
P Xy A
[X/G](f)(bop)

U
Rxy 2z % L R

f*ﬂ'R 4 lﬂ'R
Y

L ——

/
/
/
/
/
/

p

f
and so to prove the equality [X/G](f)(¥ o ¢) = [X/G](f)(¢) o [X/G](f)(p) it suffices
to show that the composite [X/G](f)(¢¥) o [X/G](f)(p) makes the diagram commute as
well. We notice that the morphism [X/G|(f)(v) o [X/G](f)(v) makes the upper triangle
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of the above diagram commute, since we have the following commutative diagram

ﬂl’if

PxyZ ., P .0 —Y R
[X/GI(() °
QxyZ —— Q

[X/G1(H)(¥)

NE
7r§f

RXyZ > R.

Finally, the morphism [ X /G|(f)(v) o [X/G](f)(¢) makes the lower triangle of the diagram
commute because the following diagram is commutative

Pxy 2 [X/GIf)w) O xy Z [X/GI(f)(#) Rxy Z
f*ﬂ—Q fErR
fEnp
Z

and so we have shown that [X/G](f) preserves compositions. This concludes the proof
that [X/G](f) is a functor. To prove that [X/G] is a prestack we now need to show that
it is pseudofunctorial. Let Y be an object of C°?. We have to show that there exists an
invertible natural transformation

Ly : [X/G] (idy) — id[X/G](y) .

Given (P, ) € [X/G](Y), we define (ty)(pay: (P xy Y, aonpidy) — (P, «) as the unique
isomorphism from P xy Y to P that exists because they are both pullbacks of the pair
(mp,idy). Tt is then straightforward to check that tyis a natural transformation.

Let now g: W — Z and f: Z — Y be morphisms in C. We have to show that there
exists an invertible natural transformation

ergs [X/GI(f o 9) = [X/G(g) o [X/GI(f).
Given (p,a) € | X/G|(Y), we define
(rg)pay: (P xy Wiaomp(fog)) = (P xy Z) xw Z,aompfonp,. z9)

as the unique isomorphism from P xy Z to (P xy Z) xy Z (both pullbacks of the pair
(mp, fog)). It is straightforward to check that (e74)(pq) is @ morphism in [X/G][W] and
the fact that €4, is a natural transformation follows, then, from the pseudofunctoriality of
the pullback. This proves that [X/G] is a prestack. "
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PRrooF. To prove that [X/G] is a prestack we need to show that it is a pseudofunctor.
Let Y be an object of C°?. We have to show that there exists an invertible natural
transformation

Ly : [X/G] (idy) — id[X/G](Y) .

Given (P, ) € [X/G](Y), we define (ty )(pay: (P xy Y, aonpidy) — (P, «) as the unique
isomorphism from P xy Y to P that exists because they are both pullbacks of the pair
(mp,idy). It is then straightforward to check that tyis a natural transformation.

Let now g: W — Z and f: Z — Y be morphisms in C. We have to show that there
exists an invertible natural transformation

ergt [X/GI(f 0 g) = [X/G(g) o [X/GI(f)-
Given (p,a) € [X/G](Y), we define
(rg)pay: (P xy Wiaomp(fog)) = (P xy Z) xw Z,aompfonp,. z9)

as the unique isomorphism from P xy Z to (P xy Z) xy Z (both pullbacks of the pair
(mp, fog)). It is straightforward to check that (4)(pq) is a morphism in [X/G][W] and
the fact that 5, is a natural transformation follows, then, from the pseudofunctoriality of
the pullback. This proves that [X/G] is a prestack. "

Analogously to the topological case, we can consider the particular case of [T//G] where
T is the terminal object of C and so the morphisms with target T are uniquely determined
and the category [T/G|(Y') is isomorphic to Bung(Y).

3.5. DEFINITION. Let C be a category with terminal object T and let G be a group object
in C. The prestack [T/G] is called classifying stack and will be denoted BG.

3.6. REMARK. If we consider the category Top equipped with the standard topology the
terminal object is the one-point space and the classifying stacks over Top are the usual
classifying stacks of topological groups.

4. Generalized quotient stacks

In this section we will prove that, if the category C is cocomplete such that pullbacks
preserve colimits and the topology 7 is subcanonical, the quotient prestacks defined in the
previous section are stacks. In order to prove this important result, we will show that the
quotient prestacks satisfy the gluing conditions required for a stack with respect to the
canonical topology.

Firstly, we recall the definition of canonical topology on a category (for a reference see

[12]).

4.1. DEFINITION. Let C be a category. The canonical topology r on the category C
1s the finest Grothendieck topology on C such that every representable presheaf of C is a
sheaf on the site (C,k). A Grothendieck topology T on C is said subcanonical if it is
contained in K, i.e. if every representable presheaf of C is a sheaf on the site (C,T).

A very useful characterization of the sieves of the canonical topology has been mentioned
in [9] and studied in detail by Lester in [12]. Lester has shown that the canonical topology
is the collection of all universal colim sieves in the sense of the following definition.
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4.2. DEFINITION. Let C be a category and let X be an object of C. A sieve S on X is a
colim sieve if X = colimg dom, where dom: C/X — C is the domain functor. Moreover,
S is a universal colim sieve if for every morphism f:Y — X in C the sieve f*S on
Y is a colim sieve.

In [12], Lester also gives a basis for the canonical topology under the hypothesis that
the category C is cocomplete, has all pullbacks and has stable and disjoint coproducts.
The result is the following:

4.3. THEOREM. [12] Let C be a cocomplete category with stable and disjoint coproducts
and all pullbacks. Then the family {fi: Y; — X},.; is in (X) if and only if the morphism

[Ir:v—-x

1€l i€l
is a universal effective epimorphism (i.e. |[f; is the coequalizer of its kernel pair and the
i€l
change of basis of | [ f; along every morphism of C has the same property).
1€l
Before stating the main theorem of this section, we recall a simple well-known fact
that will be useful in the proof of the theorem:

4.4. LEMMA. Let F,G: D — C be functors and let v: G = F' be a natural transformation.
Consider C € C. If {F(z) EIR } is a cocone for F' over C, then {G(z) Jiom, C’} is a

i€l
cocone for G over C.

el

PROOF. Straightforward using the naturality of ~. n

We are now ready to prove the main theorem of this section.

4.5. THEOREM. Let C be a cocomplete category with pullbacks and a terminal object and
such that pullbacks preserve colimits. Let then T be a subcanonical Grothendieck topology
on C and X,G € C with G a group object. Then the quotient prestack [X/G] is a stack.

4.6. REMARK. Notice that every cocomplete locally cartesian closed category with a termi-
nal object satisfies the hypothesis of the theorem. For example, every cocomplete quasitopos
in the sense of [17] satisfies the hypothesis of the theorem. This includes all cocomplete
elementary topoi, but also other interesting cases such as cocomplete Heyting Algebras (see
[6]) and the category of diffeological spaces originally introduced by Souriau in [19].

PROOF. We are going to show that [ X /G] is a stack when we have the canonical topology
rk on C and this will imply that it is a stack every time the considered topology is
subcanonical, since the principal bundles with respect to a fixed subcanonical topology
are principal bundles in (C, k) as well.

In order to show that [X/G] is a stack, we will show that the three gluing conditions
hold.

Consider a covering family U = {f;: U; — Y'},_; of Y for the canonical topology .

Let (P,a),(Q,5) € [X/G(Y) and for every i € I let ¢;: (P, a)‘Ui — (Q,a)‘Ui be a
morphism of C such that for every i, j € I we have goi‘Uij = goj‘Uij (where Uy is given by the

pullback of f; and f;). We want to show that there exists a morphism 7: (P, a) — (@, )
such that n‘UV = p; for every i € I.
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Let K the pullback given as

K —" S [P xy U
el

A
2 lﬂ”;fi
iel

HP xy U; B — P
iel L fi

and consider the morphism

0= u(ﬂafio%): HP xy U; — Q.

el el

Moreover, we notice that, since pullbacks preserve colimits in C and [ [f; is a universal
i€l
effective epimorphism, the morphism [ [7%f; is an effective epimorphism and so the
i€l
following is a coequalizer diagram

71 glwlﬁfi
K - ; HP Xy Uz — P
2 i€l

In order to use the universal property of this coequalizer to produce a morphism n: P — Q)
we show that the morphism §: | [P xy U; — @ previously defined coequalizes v, and

i€l
v9. Since pullbacks preserve colimits, we have that K is isomorphic to the coproduct
[TLI(P xy U;) xp (P xy U;) and so, to prove that § coequalizes y; and 9, it suffices to
eljel
prove that, for every ¢ € I and every j € J, the following diagram is commutative

(PXyUZ’)Xp(PXij)—>PXijL>QXij

| -

PXin 7y >QXYU7;7F*—f'>Q.
Q'L

But the commutativity of this diagram follows from the fact that goi‘Uij = wj‘Uij, using that
(P xy U;) x p(P xyUy;) is isomorphic to (P xy U;) Xy, (U; xy U;) and (Q xy U;) x p (P xy Uj)
is isomorphic to (Q xy U;) xy, (U; xy U;). This shows that § coequalizes v, and v, and so,
by the universal property of the coequalizer, there exists a unique morphism 7: P — @)
such that

Y1 L[Iﬂ-}ﬂ;fz
K= [[PxyU -~ P
72 iel !
5 K
Q.

Let us now observe a general fact that will be useful several times during the proof.
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4.7. REMARK. Since the category C is cocomplete also the category [ X /G](Y') is cocomplete.
In fact, given a diagram in [X/G](Y), its colimit can be constructed by taking the colimit
in C of the domains of the given arrows and equipping it with a morphism into Y and a
morphism into X both induced by the universal property of the colimit in C.

By the previous remark, we know that 7 is a morphism of G-bundles from (P, «) to
(@, B). Moreover, the equality n‘U, = ¢,; holds since the diagram

P xy U; —>Q><YU

is commutative because ¢; is a morphism of G-bundles over U; and the diagram

PXyU Pfl

] £

Q xy Uy ——

commutes by definition of v and 7.
This conclude the proof that the first of the gluing conditions holds.

Let now (P, ), (Q, ) € | X/G](Y) and let ¢,¢: (P, a) — (@, ) be morphisms such
that for every ¢ € I @‘Ui = w‘Ui. We want to prove that under this assumptions we have
© = 1. By definition, the restrictions of ¢ and  fit in the following commutative diagrams

Saoﬂ'pfz '¢O7rpf1

PXyU PXyU

A st
QXYU —

A
TPxyU; ”QXyUzl l’rQ TPxyU;

Since ap‘U_ = w‘U by hypothesis, the commutativity of the previous diagrams implies that
for every 1 € I

pompfi=vompf;
But then we can conclude that ¢ = 1 because the morphisms {7} f;},.,; are jointly
epimorphic since the morphisms {f;},_; are jointly regular epimorphic.
This shows that the second of the gluing conditions holds.
It remains to prove that every descent datum is effective and this is the trickiest part
of the entire proof. To prove this last condition, we are going to use sieves instead of
covering families as this makes the proof a bit less complex.
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Given a sieve S on Y, a descent datum on S for [X/G] is an assignment for every

morphism Z > Y in S of an object (Wy, ) € [X/G](Z) and, for every pair of composable
morphisms

7795 74y

with f € S, of an isomorphism

P9 g (W, ap)) — (Weg, pog)

such that, given morphisms
ARV NN
with f € S, the following diagram is commutative

*( % h*ph9 *
h*(g*(Wy, ap)) —— h*(Wrog, 0tfog)

2"/ ijfog,h

(pf,goh

(goh)*(Wy,ap)) ——= (Wogoh, Xfogon),

where the isomorphism on the left is given by the fact that [X/G] is a pseudofunctor.
This descent datum is effective if there exist an object (W, «) € [X/G](Y) and, for

every morphism Z Lyes , an isomorphism
ol W, ) — Wy

such that, given morphisms
7% 75y

with f € S, the following diagram is commutative

G (FHW, ) =2 g2 (Wy,ay)

ul l

fog

(f 0 9)* (W) =5 (Wog, @lpog)-

4.8. NOTATION. Abusing notation, we will sometimes identify the morphisms in [X/G](Z)
with the corresponding morphisms of C and so, for example, we will write the morphism

fg s 2w
(2 as g ) fog-
Firstly, we want to extend the assignment given by the descent datum to a functor.
Since every morphism of the sieve S is sent to an object of a different category of bundles
according to its domain, we need to see all these bundles as objects of the same category

of bundles. To do this, we can postcompone the given bundle with the starting morphism
in S to obtain an object of [X/G]|(Y).

We want, now, to construct a functor

A: S = [X/G](Y)
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and so we need to define the action on morphisms of S. Given two objects Z vy and
PLYofS , a morphism from f to ¢ is simply a morphism in the slice category of C over

Y, i.e. a morphism Z % P in C such that the following triangle commutes
Z—>* 5 p
NS
Y.
Noticing that f =t ok, we define A(k): (W, ar) — (W, at) as the following composite

*

W, 7 ey, 2y,

and we observe that this is a morphism in [X/G](Y) because the following diagram

commutes

(k1)1 n"ﬁvk

W, 2w, W,

WWfJ/ lk*wwt ‘/WWt

—z 7 & ,p

\/

We now show that A, as such defined, is a functor.

LetZLY,Pi>YandQi»YbeobjectsofSandletZﬁPandPLQbe
morphisms between them. The following diagram shows, then, that A(l o k) = A(l) o A(k):

tky—1 ¥
W, — T e, Ty,
(k*(ps,l)ll (cps’l)_l
(¢3110k)—1 k*(l*(Ws)) l*( * k) Z*WS
/ i
lok)*W, > W.
( © ) Tr"fvs(lok)

Moreover, if we consider Z 4y eSandid z as morphism from f to itself in S, in order
to show that A(idz) = ida(z) we need to prove that 4z ) = 7T§,‘Vf idy.
By the compatibility condition of the descent datum, we have that the following square
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1S commutative
d; ‘Pf ,id 7

idy (idy Wy) ——— id;, Wy
2|‘/ ijfﬁidZ

On the other hand, by definition the morphism id}, /192 gatisfies the following diagram

pfidz o(idz Ter )¥idy

J —— 7.
idz

Combining the first diagram and the upper triangle of the second one, we obtain
oz — W{,“Vf idy
and this concludes the proof that A is a functor.
We can now define the pair (W, o) that will show that the descent datum is effective.
We define

W: = colim A

and for every f € S we call oy: W; — W the cocone morphism. Considering the morphism
af: Wy — X for every f € .S, we obtain a cocone and so we can use the universal property
of the colimit to induce the morphism a: W — X as the unique morphism such that, for
every f € 5, the following triangle commutes

W, —2 s w

N A

After having defined the pair (W, «), our next step in the proof is the definition of an
isomorphism
o W W,
for every fe S.

First of all, we observe that, under our assumption that pullbacks preserve colimits in
C, we have

f*W = colim(f* o A)
with universal cocone given by f*o, for every ¢t € S. This allows us to induce the
isomorphism 1/ for every f e S using the universal property of the colimit and to do so
we need to define a cocone { W = Wf}
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We observe that Wy is the colimit of the (f*¢)*W} with ¢ that varies in S with universal
cocone given by
v, (F¥1)
(S )Wy ——— W
for every t € S. Because of this, we can define ¥;: f*W, — W; as

(540

FWy 2 (et W, ———— Wy,
where 6, is defined as the following composite:

* Hpy
t*f (pf,ft)l

FWa 2 (87 ) (W) £ Wiars s S (20)* (W),

where Af, is the isomorphism given by the universal property of the pullback (¢* f)*W; as
in the following diagram

f*W

(toth VEf

N\
Aot

t fyw, —— W,

i
T,

t

~ ~

71 vy

Since we want to apply Lemma 4.4, we need to prove that there exist a functor
K:S— [X/G|(Y)

and a natural transformation

O: Ao ff=K

whose component associated to t € S is 6, for every t € S.
We can define the desired functor as

K = (my,)" o [* odom

R—1—— P
R /
Y
in S, the following diagram shows that ©: A o f* = K of components 6; for every t € S is
a natural transformation.

and, given the morphism
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W)

f*Wtol > f*Wt
(to 1) £)7 (1"WW)
((tol) 2
((tol)*f)* Wie (toD)* ) Wy = ((to D)*D*(t* [)* W, — (t*f)* W,
bt Jo(tol)® fy—1
L‘Dt,(tol)*;q ) ((t*f)*l)*@tvt*f wt,t*f
v tot*f (t*f)*l) 1 4
Wf*(tol Wtot*f —_— Wf*tof
(((t* fy*1* (150
(@ * oDy 1 RO
i, (R - t, (/(P))

4.9. REMARK. Most of the inner diagrams used to show that the previous diagram com-
mutes are compatibility diagrams for the descent datum. The other ones are given by the
explicit definitions of the morphisms in play.

By Lemma 4.4, we obtain that { f* VVt Wf} is a cocone for Wy and so, using the
tesS

universal property of the colimit, we can define ¥/ : f*W — W; as the unique morphism
such that the following diagram is commutative

W, W

for every t € S. Moreover, since 6, is an isomorphism for every ¢t € S, we have that ¢/ is
an isomorphism.
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To conclude our proof it suffices to show that, given morphisms
7% 75y

with f € S, the following diagram is commutative
g (f(W,)) ——— g*(Wy,ay)

2 <pf’9

fog

(0 9)" (W,0)) = (Wyog, o).
Since g*(f*(W)) is a colimit with universal cocone given by
ot (v L2 iy}

it suffices to prove that the two paths of the diagram are equal if precomposed by g* f*o;
for every t € S. In order to prove this, we need to consider some isomorphisms given by
the universal property of pullbacks that are defined as in the following diagrams:
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((f*t)*goe)*
——— (f*)*g)* (" )W) = *f)*W,
! W go
(fog)*P z > g* f* P e J*P
\ a o
A —_— A
) g o &)W rx
(F70)g 0] Wrore: R,y (%900
N G Wiopst
\ \
o1
e ()" 9) Wropnrt) ———— ((f"1)"9) Wyopst — Wiyopn
l J \ ’ ﬂWfOf*t
(fog)*P 5 > g P ——— f*P
\ 3 o
77
)*goe)*

Wy) — (f*t)*W;

J \ ’ AR
*

g f*P—— > f*P

g
\ 1 s

A A
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The following diagram, then, shows what we were required to prove:

*fhg *w.f
g*(f*(W)) — g (f*(W)) : g Wy
G*As. (9*(7"$vf))*(f*t)
® bt f w00 A ¥ty —1
GH (8 F) Wy — L5 g Wiop S gr(f2) (W)

g*f*oy

((F*t)* goe)*ptot™7 ((F*t)* goe)* (/)71

() goe) (Ff)* W) — (f*t)*goe) Wisor — ((f*)*goe)*((f*1)*Wy)
1 plof* (¥ n*goe |
Pt ™ (fo9) (pfs90(feg)™ty—1

t(((f 0 9)" )W) ————— Wiets(soq) —— ((g o (fo9)"t)" Wy

Afog,t (pfos(Fog)*ty—1 ]

((fog)*t)*pf0

(fog)W; (f 0 9)* (" Wiog) ——— (fog)*t)*(g"Wy)

(fog)*a oy (F00)*0)

g (f (7)) = (f o9)°W — Weg:

where all the inner diagrams are given either by compatibility conditions of the descent
datum or can be proved to be commutative in a direct way using the universal property of
the pullbacks involved and the definitions of the various morphisms. n
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