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A FINITE ALGEBRAIC PRESENTATION OF LAWVERE THEORIES
IN THE OBJECT-CLASSIFIER TOPOS

MARCELO FIORE AND SANJIV RANCHOD

Dedicated to Bill Lawvere with gratitude and admiration

Abstract. Over the topos of sets, the notion of Lawvere theory is infinite countably-
sorted algebraic but not one-sorted algebraic. Shifting viewpoint over the object-classifier
topos, a finite algebraic presentation of Lawvere theories is considered.

1. Introduction

The notion of Lawvere theory was introduced by Bill Lawvere in his seminal PhD the-
sis (Lawvere, 1963, Chapter II, Section 1). It initiated the subject of categorical algebra
while transforming the subject of universal algebra (Wraith (1969); Adámek, Rosický,
and Vitale (2011)).

A pivotal role in the definition of Lawvere theory is played by the category E = Fop,
for F the category with objects the set of natural numbers N and morphisms m→ n in F
given by functions [m] → [n] where [ℓ] = { k ∈ N | k < ℓ }.

1.1. Definition. A Lawvere theory is a pair (L, L) with L : E → L an identity-on-
objects finite-product-preserving functor.

Straightaway, Bill Lawvere introduced and studied the category of Lawvere theories. A
Lawvere-theory morphism is a functor between co-slices under E. The most basic example
of a Lawvere theory is the initial one (E, IdE). The terminal Lawvere theory (T, T ) arises
from the identity-on-objects and fully-faithful factorization E → T → 1 of the unique
functor from E to the terminal category 1.

The connection with universal algebra was established by Bill Lawvere from the outset.
For instance, he showed, both in general and in examples, how Lawvere theories may be
described by means of equational presentations (Lawvere, 1963, Chapter II, Section 2).
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In this paper, we will use the notation x1, . . . , xn ⊢ t = u for the equation that identifies
the terms t and u, both with free variables amongst x1, . . . , xn.

The initial Lawvere theory, being presented by no operations and no equations, was
defined by Bill Lawvere as the theory of equality. On the other hand, the terminal Law-
vere theory may be presented by means of any non-empty set of constants O subject to
the equations x ⊢ o = x for each constant o in O. This example displays an important
contrast, often emphasized by Bill Lawvere, between Lawvere theories and equational pre-
sentations: the former are representation independent. Indeed, there are in general many
equational presentations for the same Lawvere theory and each Lawvere theory determines
one variety of algebraic structure or algebraic category (Lawvere, 1963, Chapter III).

Bill Lawvere defined a Lawvere theory (L, L) to be inconsistent whenever L is equiv-
alent to either the terminal category or the arrow category. The terminal theory (T, T )
is an example of the first kind. An example of the second kind is the theory presented
by no operators subject to the equation x, y ⊢ x = y. This is a non-initial Lawvere sub-
theory of the terminal Lawvere theory. Therefore, the category of Lawvere theories has a
non-initial sub-terminal object. The fact below then follows from (Adámek, Rosický, and
Vitale, 2011, Lemma 11.19).

1.2. Lemma. The category of Lawvere theories is not one-sorted algebraic.

In other words, the language of (one-sorted) universal algebra is not expressive enough to
describe itself.

It is well-known, however, that the category of Lawvere theories is countably-sorted
algebraic; see, for instance, (Adámek, Rosický, and Vitale, 2011, Remark 14.25(1)). One
way to see this in direct connection to universal algebra is by means of the notion of
abstract clone; for which see, for instance, Cohn (1981); Taylor (1993); Grätzer (2008). In
the context of many-sorted universal algebra, we will use the notation x1 : s1, . . . , xn : sn ⊢
t = u : s for the equation that identifies the terms t and u of sort s, both with free variables
amongst x1, . . . , xn respectively of sort s1, . . . , sn.

The countably-sorted equational presentation of abstract clones has set of sorts N and
operators

µm,n : m,n, . . . , n︸ ︷︷ ︸
m times

→ n (m,n ∈ N) , ιmi : m
(
m ∈ N, i ∈ [m]

)
subject to the equations

x : ℓ, y0 : m, . . . , yℓ−1 : m, z0 : n, . . . , zm−1 : n

⊢ µm,n(µℓ,m(x, y0, . . . , yℓ−1), z0, . . . , zm−1)

= µℓ,n(x, µm,n(y0, z0, . . . , zm−1), . . . , µm,n(yℓ−1, z0, . . . , zm−1)) : n

x0 : n, . . . , xm−1 : n ⊢ µm,n(ιmi , x0, . . . , xm−1) = xi : n

x : m ⊢ µm,m(x, ιm0 , . . . , ιmm−1) = x : m
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The idea behind this axiomatization is that the operators µm,n model simultaneous sub-
stitution (or cartesian multi-composition) while the constants ιni model variables (or pro-
jections).

The categories of Lawvere theories and of abstract clones are equivalent1; see, for
instance, (Taylor, 1973, Appendix). Concisely put, the abstract clone of a Lawvere theory
L consists of the sorted family of sets {L(n, 1) }n∈N equipped with the operations

L(m, 1)× L(n, 1)m
∼=−→ L(m, 1)× L(n,m)

◦−→ L(n, 1) (m,n ∈ N)

πi+1 ∈ L(m, 1)
(
m ∈ N, i ∈ [m]

)
while the Lawvere theory of an abstract clone

{Cn }n∈N , µm,n : Cm × (Cn)
m → Cn (m,n ∈ N) , ιmi ∈ Cm

(
m ∈ N, i ∈ [m]

)
has hom-sets (Cm)

n, from m to n in N, with composition

(Cm)
n × (Cℓ)

m ⟨πk×id⟩k=1,...,n−−−−−−−−−−→
(
Cm × (Cℓ)

m
)n (µm,ℓ)

n

−−−−−→ (Cℓ)
n (ℓ,m, n ∈ N)

and identities
(ιm0 , . . . , ι

m
m−1) ∈ (Cm)

m (m ∈ N)

We have so far confined our discussion of categorical algebra to universal algebra; that
is, on sets. Of course, one of the benefits of the categorical approach is the generalization
to other realms. This was recognized early on by Bill Lawvere. In particular, in Lawvere
(1969), he put forward the study of more general equational structure emphasizing that
this necessitates operations with both arities and co-arities, where the latter embody gen-
eralized tupling, parameterization, or indexing. In this paper, we consider such algebraic
structure in the object-classifier topos F = SetF. Specifically, we present a finite equa-
tional presentation of Lawvere theories over F . This result is implicit in Fiore, Plotkin,
and Turi (1999) Theorem 3.3 and Proposition 3.4, and we use this occassion to dedicate
it to Bill Lawvere. The corresponding theory of substitution has two operators, respec-
tively with arity-coarity pairs (V +1 , 1 ) and ( 0 , V ), where V = F(1,−) is the universal
object model, subject to four equations. A substitution algebra is then an object A in F
together with operations s : AV ×A→ A and v : 1 → AV satisfying natural laws when s
is understood as modelling (single variable) substitution and v as (generic) variables. The
use of the non-standard arity V + 1 and of the non-standard co-arity V is fundamental.

The present development streamlines that of Fiore, Plotkin, and Turi (1999) from the
viewpoint of a universal characterization of F as a monoidal theory that emphasizes its
structural properties (weakening, contraction, and exchange) and serves as the concep-
tual foundation (c.f. Fiore (2005, 2006)). In this vein, Sections 2 and 3 introduce the

1This was in fact known to Bill Lawvere from the outset. Indeed, he once mentioned to the first author
at a category theory conference that he had actually come up with the notion of abstract clone in the
process of developing the notion of Lawvere theory.
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necessary theory of symmetric (co)monads and distributive laws involving them. Within
this framework, Section 4 recasts and generalizes the notion of substitution algebra. Fi-
nally, Section 5 outlines, for the first time in print, the isomorphism between abstract
clones and substitution algebras. This establishes the main aim of the paper in pro-
viding a finite equational presentation of Lawvere theories in the object-classifier topos.
From the viewpoint of many-sorted universal algebra, it may be reinterpreted as provid-
ing a countably-sorted algebraic presentation of Lawvere theories by an axiomatization of
single-variable substitution.

Along the above lines of enquiry, we leave open the conjecture that the notion of
Lawvere theory is truly infinite countably-sorted algebraic, in that there are no countably-
sorted equational presentations of Lawvere theories with either a finite set of sorts, a finite
set of operators, or a finite set of equations.

2. Symmetric monoids and monads

2.1. In the spirit of Lawvere (1963), in Fiore, Plotkin, and Turi (1999), the category F
is viewed as the free cocartesian category on an object 1 with a chosen (strict) coproduct
structure

n n+ 1 1
oldn newn

Via this coproduct structure, every morphism in F may be described using the following
generating morphisms:

c = [id1, id1] : 2 → 1

w = old0 : 0 → 1

s = [new1, old1] : 2 → 2

As is well-known, the first two maps equip F with the monad (Id + 1, id+w, id+c) taking
a coproduct with 1. This description, however, overlooks the map s. To account for it, we
consider the work of Grandis (2001) where F is instead viewed as the free strict monoidal
category on a chosen “symmetric monoid”.

2.2. Definition. Let (C ,⊗, I) be a monoidal category. A symmetric monoid (A, c, w, s)
in C consists of an object A of C and morphisms c : A ⊗ A → A, w : I → A, and
s : A⊗A→ A⊗A satisfying the following commutative diagrams (where associators and
unitors have been omitted):

A⊗3 A⊗2 A A⊗2 A⊗2 A⊗2 A⊗2 A⊗2

A⊗2 A A⊗2 A A A⊗2

c⊗id

id⊗c

c

c

id⊗w

w⊗id c

c

s

c
c

s

id
sid
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A⊗3 A⊗3 A⊗3 A A⊗2 A⊗3 A⊗3 A⊗3

A⊗3 A⊗3 A⊗3 A⊗2 A⊗2 A⊗2

s⊗id id⊗s

id⊗s

s⊗id id⊗s

s⊗id

w⊗id

id⊗w
s

s⊗id id⊗s

id⊗c

s

c⊗id

Note, interestingly, that this definition does not require the tensor product to be
braided and, when it is, it may be specialized to the expected definition of a commutative
monoid.

2.3. Symmetric monads, comonoids, and comonads. Recalling that the category
of endofunctors Endo(C ) on a category C is strict monoidal, the above allows for the
definition of a symmetric monad on C as a symmetric monoid in Endo(C ). There are, of
course, appropriate dual definitions of a symmetric comonoid and symmetric comonad.

2.4. Examples.

1. For a symmetric monoid A, the tensoring with A functor (−) ⊗ A is a symmetric
monad. In particular, as every object A in a cartesian monoidal category is canon-
ically a symmetric comonoid, the product with A comonad (−) × A is canonically
symmetric.

2. For a symmetric comonoid A in a monoidal closed category, the internal-hom func-
tor [A,−] is a symmetric monad. In particular, for every object A in a cartesian
monoidal closed category, the exponentiation by A monad (−)A is canonically sym-
metric.

3. Monoidal functors preserve symmetric (co)monoids. In particular, by the convolu-
tion monoidal structure (Day (1970); Im and Kelly (1986)), representable presheaves
of symmetric (co)monoids are symmetric (co)monoids.

4. A concrete class of examples arises from the general ones above as follows.

Let (A, c, w, s) be a symmetric monoid in a monoidal small category C . Then, the
representable RA = C (A,−) in SetC is a symmetric comonoid for the convolution
monoidal structure and the convolution internal-hom functor [RA,−] on SetC is a
symmetric monad. In fact, it is canonically isomorphic to the symmetric monad
(−⊗ A)⋆ = Set (−)⊗A on SetC with the simple description below:(

−⊗A
)⋆
(X) = X(−⊗ A)

cX = X(−⊗ c) : X(−⊗ A⊗ A) −→ X(−⊗ A)

wX = X(−⊗ w) : X(−) −→ X(−⊗ A)

sX = X(−⊗ s) : X(−⊗ A⊗ A) −→ X(−⊗ A⊗ A)

We will need to consider monoidal notions of symmetric monads.
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2.5. Definition. Let (C ,⊗, I) be a monoidal category. A lax monoidal symmetric
monad on C is a symmetric monad (T, µ, η, ς) on C equipped with a natural transforma-
tion ℓA,B : T (A)⊗ T (B) → T (A⊗B) and a morphism e : I → T (I) satisfying, for every
A,B ∈ C , the following commutative diagrams

T 2(A)⊗ T 2(B) T (T (A)⊗ T (B)) T 2(A⊗B)

T (A)⊗ T (B) T (A⊗B)

µA⊗µB

ℓT (A),T (B) T (ℓA,B)

µA⊗B

ℓA,B

A⊗B

T (A)⊗ T (B) T (A⊗B)

ηA⊗B
ηA⊗ηB

ℓA,B

T 2(A)⊗ T 2(B) T (T (A)⊗ T (B)) T 2(A⊗B)

T 2(A)⊗ T 2(B) T (T (A)⊗ T (B)) T 2(A⊗B)

ℓT (A),T (B) T (ℓA,B)

ςA⊗ςB

ℓT (A),T (B) T (ℓA,B)

ςA⊗B

as well as expected coherence diagrams involving the unitors and associator of the monoidal
structure.

A symmetric monad is called oplax monoidal if it satisfies the dual definition, while
it is called monoidal in the case that the morphisms ℓ and e are isomorphisms. This
definition is adapted from Kock (1972), wherein a monad is called lax monoidal if, in
the above, such an ℓ and e satisfy the first two diagrams and the coherence conditions.
(We caution that our notion differs from Kock’s symmetric monoidal monad, for which
“symmetric” refers to the monoidal tensor, rather than the monad.)

2.6. Example. For every object A in a cartesian monoidal category, the symmetric
comonad (−)× A is oplax monoidal, with structure

X ×X ′ × Y X ×X ′ × Y × Y X × Y ×X ′ × Y
id×id×∆Y ∼=

1× Y 1

2.7. Tensorial strengths. Recall that monoidal monads have an induced (right) ten-
sorial strength (Kock (1972)) defined as

strA,B = T (A)⊗B T (A)⊗ T (B) T (A⊗B)
id⊗ηB ℓA,B
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that satisfies the following diagrams

T 2(A)⊗B T (T (A)⊗B) T 2(A⊗B)

T (A)⊗B T (A⊗B)

strT (A),B T (strA,B)

µA⊗id

strA,B

µA⊗B

A⊗B

T (A)⊗B T (A⊗B)

ηA⊗id

strA,B

ηA⊗B

and note that in the case that T is a monoidal symmetric monad it also satisfies

T 2(A)⊗B T (T (A)⊗B) T 2(A⊗B)

T 2(A)⊗B T (T (A)⊗B) T 2(A⊗B)

strT (A),B T (strA,B)

ςA⊗id ςA⊗B

strT (A),B T (strA,B)

Analogously, there is also a (left) tensorial strength defined as

str′A,B = A⊗ T (B) T (A)⊗ T (B) T (A⊗B)
ηA⊗id ℓA,B

2.8. Example. For every exponentiable object A in a cartesian category, the symmetric
monad (−)A, being a right adjoint, preserves finite products and, in particular, it is a
cartesian-monoidal symmetric monad. We therefore have cartesian tensorial strengths:

XA × Y (X × Y )A

Y ×XA (Y ×X)A

strX,Y

str′Y,X

∼= ∼=

3. Symmetric distributive laws

3.1. Definition. Let C be a category, (T, µ, η, ς) be a symmetric monad on C , and
F be an endofunctor on C . A symmetric distributive law is a natural transformation
ψ : TF → FT making the following diagrams commute:

T 2F TFT FT 2

TF FT

Tψ ψT

µF

ψ

Fµ

F TF

FT

ηF

Fη
ψ
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T 2F TFT FT 2

T 2F TFT FT 2

Tψ ψT

ςF

Tψ ψT

Fς

The first two diagrams ask ψ to be a distributive law between the underlying monad
T and the endofunctor F , while the third asks ψ to respect ς. One may similarly define
a symmetric codistributive law between a symmetric comonad T and an endofunctor F .

3.2. Examples.

1. For a symmetric monad (T, µ, η, ς), the natural transformation ς is a symmetric
distributive law between T and itself.

2. For an endofunctor F with cartesian strength strA,B : F (A) × B → F (A × B)
each component str(−),B is a symmetric codistributive law between the symmetric
comonad (−)×B and the endofunctor F .

We highlight a simple lemma to be needed later that illustrates the tensoring of two
symmetric (co)distributive laws.

3.3. Lemma. Let (T, ℓ, e, µ, η, ς) be an oplax monoidal symmetric (co)monad on a monoidal
category (C ,⊗, I), and let G1 and G2 be two endofunctors on C . If ψ1 : TG1 → G1T and
ψ2 : TG2 → G2T are symmetric (co)distributive laws, then

ψ1,2 =
(
T (G1 ⊗G2) TG1 ⊗ TG2 G1T ⊗G2T = (G1 ⊗G2)T

ℓG1,G2 ψ1⊗ψ2
)

is a symmetric (co)distributive law between the symmetric (co)monad T and the endo-
functor G1 ⊗G2.

3.4. Remark. In the lemma above, note that if ℓ and ψ1, ψ2 are isomorphisms then so
is ψ1,2.

3.5. Definition. For an endofunctor F on a monoidal category, we let F • be the endo-
functor given by

F •(X) = F (X)⊗X

3.6. Examples.

1. For an endofunctor F with cartesian strength strX,Y : F (X)×Y → F (X×Y ), using
the oplax cartesian-monoidal symmetric comonad (−)× Y (Example 2.6) and the
symmetric codistributive law str(−),Y between it and F (Example 3.2(2)), we obtain,
from Lemma 3.3, a symmetric codistributive law

str•(−),Y : (−× Y )F • → F • (−× Y )

It further follows that str• is a cartesian strength for F •; explicitly, this is given by

F (X)×X×Y id×∆−−−→ F (X)×X×Y ×Y ∼= F (X)×Y ×X×Y str×id−−−−→ F (X×Y )×X×Y
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2. For an oplax monoidal symmetric monad T , with symmetry ς, from Example 3.2(1)
and Lemma 3.3, we obtain a symmetric distributive law

ς : T T • → T • T

explicitly given by

T T •(X) = T (T (X)⊗X)
ℓ−→ TT (X)⊗ T (X)

ς⊗id−−−→ TT (X)⊗ T (X) = T • T (X)

4. Substitution algebras

As recalled in the introduction, in Fiore, Plotkin, and Turi (1999) the algebraic structure
of (single variable) substitution and (generic) variables on an object A in the object-
classifier topos was axiomatized by means of two operations

AV × A→ A and 1 → AV

subject to four equational laws (see also the last four equations in 4.8). These capture
the following properties: (i) the substitution on a variable performs the action; (ii) the
substitution of a variable is a contraction; (iii) the substitution for an absent variable
has no effect; and (iv) the substitution operation is associative. Next, we reconsider and
generalize that definition streamlined in the framework of the previous two sections.

4.1. Definition. A T -substitution algebra for a cartesian-monoidal symmetric monad
(T, ℓ, e, µ, η, ς) on a cartesian category C , is an object A ∈ C together with morphisms
s : T •(A) → A and v : 1 → T (A) in C such that the following diagrams commute:

1× A

T •(A) A

v×id

s

π2
∼=

(1)

T 2(A)× 1 T 2(A)

T 2(A)× T (A) T T •(A) T (A)
T (s)

π1
∼=

µid×v

ℓ

∼=

(2)

A× A

T •(A) A

π1η×id

s

T T •(A)× A T • T (A)× A T • T •(A) T •(A)

T •(A) A

ς×id

∼=

s

str•

T (s)×id

T •(s)

s
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Diagram (1) may be naturally considered a left-unit law. As we now show, diagram (2)
is equivalent to a right-unit law.

4.2. Proposition. Diagram (2) commutes if, and only if, so does the following one:

T (A)× 1

T (A)× T (A) T T •(A) T (A)

id×v

str′ T (s)

π1
∼=

(3)

Proof. (⇒) Diagram (3) is readily obtained from diagram (2) by precomposition with
the morphism ηT × id : T (A)× 1 → T 2(A)× 1.

(⇐) We provide a diagrammatic proof.

T 2(A)× 1

T 2(A)× T (A) T 2(A)× T (1) T (T (A)× 1)

T 2(A)× T 2(A) T (T (A)× T (A)) T 2T •(A) T 2(A)

T 3(A)× T 2(A) T (T 2(A)× T (A))

T 2(A)× T (A) TT •(A) T (A)

id×v
id×η1∼=

str

∼=

π1
∼=

id×ηT

id×id

ℓ
∼=

id×T (v) T (id×v)

T (π1)

∼=

ℓ
∼=

T (ηT )×id

T (str′)

T (ηT×id)

T 2(s)

µT• µ
ℓ

∼=

µT×µ

T (ℓ)

∼=

ℓ

∼=
T (s)

4.3. Theorem. T -substitution algebras may be equivalently axiomatized by replacing di-
agram (2) with diagram (3).

4.4. Definition.A homomorphism between T -substitution algebras (A, s, v) and (A′, s′, v′)
is a morphism h : A→ A′ such that the following diagrams commute:

1 T (A)

T (A′)

v

v′
T (h)

T •(A) A

T •(A′) A′

s

T •(h)

s′

h

We are interested here in the specific category of substitution algebras defined below.
In the following, recall Example 2.8.
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4.5. Definition. We let SA be the category of substitution algebras and homomophisms
between them for the cartesian-monoidal symmetric monad (−)V on the object-classifier
topos F = SetF, for V = F(1,−) the universal object model.

4.6. Remark. The equivalence of Theorem 4.3 in the context of SA accounts for the
respective axiomatizations considered in Fiore, Plotkin, and Turi (1999) and in Fiore and
Staton (2014).

4.7. Since the universal object model V ∈ F is the representable at 1 ∈ F, which
with the structure (c : 2 → 1,w : 0 → 1, s : 2 → 2) in F is the universal symmetric
monoid (recall 2.1), the exponentiation by V symmetric monad is equivalently described
by (δ, c,w, s) given as follows

(
see Example 2.4(4)

)
:

δ(A) = A(−+ 1)

cA = A(−+ c) : A(−+ 2) → A(−+ 1)

wA = A(−+ w) : A(−) → A(−+ 1)

sA = A(−+ s) : A(−+ 2) → A(−+ 2)

We henceforth adopt this representation. In particular, substitution-algebra structure
s : AV × A→ A and v : 1 → AV on A ∈ F is therefore given by natural transformations

sm : A(m+ 1)× A(m) → A(m) , vm : 1 → A(m+ 1) (m ∈ F)

4.8. Equational presentation. It follows from the above that the category of sub-
stitution algebras SA in the object-classifier topos F has a countably-sorted equational
presentation. Indeed, this has set of sorts N and operators

αf : m→ n
(
m,n ∈ N, f ∈ F(m,n)

)
ςm : m+ 1,m→ m (m ∈ N)
ν : 1

subject, for all ℓ,m, n ∈ N, g ∈ F(ℓ,m), f ∈ F(m,n), to the equations:

x : ℓ ⊢ αf
(
αg(x)

)
= αfg(x) : n

x : m ⊢ αidm(x) = x : m

x : m+ 1, y : m ⊢ αf
(
ςm(x, y)

)
= ςn

(
αf+id1(x), αf (y)

)
: n

x : m ⊢ ςm
(
νm, x

)
= x : m

x : m+ 2 ⊢ ςm+1

(
x, νm

)
= αidm+c(x) : m+ 1

x : m, y : m ⊢ ςm
(
αidm+w(x), y

)
= x : m

x : m+ 2, y : m+ 1, z : m

⊢ ςm
(
ςm+1(x, y), z

)
= ςm

(
ςm+1

(
αidm+s(x), αidm+w(z)

)
, ςm(y, z)

)
: m
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where νm = α(0 7→m)(ν) : m+ 1.
The operators αf together with the first two equations correspond to the presheaf

structure of objects in F , the next equation corresponds to the naturality of the substi-
tution operation as embodied by the operators ςm, and the last four equations correspond
to the laws of substitution algebras.

4.9. Corollary. The category of substitution algebras is countably-sorted algebraic.

5. Isomorphism theorem

We show that the categories of substitution algebras SA and of abstract clones AC are
isomorphic. Since, as recalled in the introduction, the category of Lawvere theories is
equivalent to that of abstract clones, this establishes the main aim of the paper in ex-
hibiting a finite equational presentation of Lawvere theories in the object-classifier topos.

We will construct inverse functors S : AC → SA and C : SA → AC. The idea of
these constructions is simple: For abstract clones and substitution algebras, respectively
understood as modelling simultaneous and single-variable substitution, the first functor
expresses single-variable substitution as a special case of simultaneous substitution while
the second functor expresses simultaneous substitution as iterated application of single-
variable substitution.

5.1. From abstract clones to substitution algebras.

Let (C, µ, ι) be an abstract clone.

5.1.1. For f ∈ F(m,n), define

C(f) : Cm → Cn : t 7→ µm,n
(
t, ιnf(0), . . . , ι

n
f(m−1)

)
Then, the families of sets {Cm }m∈N and of functions {C(f) : Cm → Cn }m,n∈N,f∈F(m,n)
determine a presheaf C in F .

5.1.2. For m ∈ N, define
vm = ιm+1

m ∈ C(m+ 1)

Then, the family of elements { vm ∈ C(m+ 1) }m∈N determines a natural transformation
v : 1 → δ(C) in F .

5.1.3. For m ∈ N, define

sm : C(m+ 1)× C(m) → C(m) : (t, u) 7→ µm+1,m

(
t, ιm0 , . . . , ι

m
m−1, u

)
Then, the family of functions { sm,n : C(m+1)×C(m) → C(m) }m∈N determines a natural
transformation s : δ(C)× C → C in F .

5.1.4. The structure S(C, µ, ι) = (C, s, v) is a substitution algebra and for an abstract-
clone homomorphism h : (C, µ, ι) → (C ′, µ′, ι′), the family of functions S(h) = {hm :
C(m) → C ′(m) }m∈N is a substitution-algebra homomorphism S(C, µ, ι) → S(C ′, µ′, ι′).
This construction defines a functor S : AC → SA.
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5.2. From substitution algebras to abstract clones.

Let (A, s, v) be a substitution algebra.

5.2.1. For m,n ∈ N, define

φm,n : A(n+m)× (An)m → A(n)

by induction as

φ0,n = A(n)× (An)0 A(n)
π1
∼=

and

A(n+m+ 1)× (An)m × A(n) A(n)

A(n+m+ 1)× A(n)× (An)m

A(n+m+ 1)× A(n+m)× (An)m A(n+m)× (An)m

∼=

φm+1,n

id×A(i 7→i)×id

φm,n

sn+m×id

5.2.2. For m,n ∈ N, define

µm,n : A(m)× (An)m → A(n)

as the composite

A(m)× (An)m A(n+m)× (An)m A(n)
A(i 7→n+i)×id φm,n

5.2.3. For m ∈ N and i ∈ [m], define

ιmi = A
(
0 7→ i

)(
v0( )

)
∈ A(m)

5.2.4. The structure C(A, s, v) = (A, µ, ι) is an abstract clone and for a substitution-
algebra homomorphism h : (A, s, v) → (A′, s′, v′), the family of functions C(h) = {hm :
A(m) → A′(m) }m∈N is an abstract-clone homomorphism C(A, s, v) → C(A′, s′, v′). This
construction defines a functor C : SA → AC.

5.3. Theorem. The functors S : AC → SA and C : SA → AC form an isomorphism
of categories.

5.4. Corollary. Substitution algebras provide a finite algebraic presentation of Lawvere
theories in the object-classifier topos.
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the paper.
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Jiri Rosický, Masaryk University: rosicky@math.muni.cz
Giuseppe Rosolini, Università di Genova: rosolini@unige.it
Michael Shulman, University of San Diego: shulman@sandiego.edu
Alex Simpson, University of Ljubljana: Alex.Simpson@fmf.uni-lj.si
James Stasheff, University of North Carolina: jds@math.upenn.edu
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