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THE CATEGORY OF NECKLACES IS REEDY MONOIDAL

VIOLETA BORGES MARQUES AND ARNE MERTENS

Abstract. In the first part of this note we further the study of the interactions be-
tween Reedy and monoidal structures on a small category, building upon the work of
Barwick. We define a Reedy monoidal category as a Reedy category R which is monoidal
such that for all symmetric monoidal model categoriesA, the category Fun (Rop,A)Reedy

is monoidal model when equipped with the Day convolution. In the second part, we study
the category N ec of necklaces, as defined by Baues and Dugger-Spivak. Making use of
a combinatorial description present in Grady-Pavlov and Lowen-Mertens, we streamline
some proofs from the literature, and finally show that N ec is simple Reedy monoidal.

1. Introduction

Reedy categories were first defined by Kan in unpublished notes and provide an abstract
setting to generalize [24, Lemma 1.2], where simplicial objects are inductively defined
through the factorization of the canonical maps sknX → cosknX. This inductive con-
struction allows one to define a model structure, the Reedy model structure, on functor
categories Fun (Rop,A). As opposed to the projective and injective model structure [20],
the existence result for the Reedy model structure relies on imposing strong conditions
on the small category R rather than on the model category A. The Reedy model struc-
ture also has the advantage that both (trivial) fibrations and cofibrations are explicitly
prescribed.

Necklaces first appeared in [5] (under the name “cellular strings”) in the study of the
bar and cobar construction and their relation to loop spaces. The terminology “necklace”
was introduced and popularized by Dugger and Spivak, in [12][11] to provide several
homotopically equivalent models of the mapping spaces of a quasi-category. Since then,
necklaces have found further applications in work by Rivera and others, in particular
in the construction of models of path spaces [23][27]; an adaptation of necklaces, called
closed necklaces, was used to construct models of free loop spaces in [25] and [26]. In
[22] a strengthening of Baues’ original results was presented. Several generalizations that
use necklaces followed, for example, for dendroidal ∞-operads in [6], for cubical quasi-
categories in [9], for cartesian enriched quasi-categories in [13] and not necessarily cartesian
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enriched in [19][21]. The category of necklaces has also been employed to construct a
Segalification functor, providing a Segal space generated by a simplicial space, in [7], to
treat concurrency problems in [8] and to study (fully) extended functorial field theories
(FFT) in [15].

In the present paper, we consider the model category Fun(Rop,A)Reedy for a Reedy
category R and a symmetric monoidal model category A. This category is naturally
endowed with the pointwise monoidal structure and the question of whether this makes
the Reedy model structure monoidal model is treated in [14]. On the other hand, if R is
itself monoidal, we can also consider the Day convolution product [10] on Fun(Rop,A).
We define R to be Reedy monoidal (Definition 2.22) if Fun(Rop,A)Reedy is monoidal
model with respect to the Day convolution for every symmetric monoidal model category
A. Building on general model categorical results by Barwick [4], we also provide simple
combinatorial conditions to ensure that a category that is both Reedy and monoidal is
indeed Reedy monoidal (Theorem 2.23).

Subsequently, we construct a Reedy structure on the category N ec of necklaces (The-
orem 3.23). The main ingredients of this structure are (at least implicitly) present in
[27][28], but to the best of our knowledge the full Reedy (monoidal) structure has not
been presented explicitly in the literature yet. For this, we make use of a combinato-
rial description of N ec put forward in [15][19] which also makes some existing results
easier to prove. Finally, we show that N ec is a simple Reedy monoidal category (Theo-
rem 3.25) so that Fun(N ecop,A)Reedy is always monoidal model when equipped with the
Day convolution.

1.1. Motivation. In [29], Simpson developed a theory of Segal categories enriched in
a cartesian model category. Given an appropriate cartesian model category M, a model
structure on the category of unital M-precategories is established, where the weak equiva-
lences are the global weak equivalences and the fibrant objects satisfy the Segal condition
(Theorems IV.19.2.1 and IV.19.4.1). The results of the present paper are motivated by
an ongoing project to construct a model for Segal categories enriched in non-cartesian
monoidal model categories A as well. A main example of interest is the projective model
structure on chain complexes A = Ch(k) over a field k. The unital A-precategories in
this case are no longer given by simplicial objects SA, but by templicial objects S⊗A.
These are certain strictly unital colax monoidal functors which were introduced in [19] as
replacements for simplicial objects in the non-cartesian context, and inspired by earlier
work of Leinster [18] and Bacard [1][3]. In the non-cartesian setting we propose then the
following definition.

1.2. Definition. Let A be a monoidal model category. A Segal A-category is a templi-
cial A-object (X,S) ∈ S⊗A such that the comultiplication maps µi,j : Xi+j

∼−→ Xi ⊗S Xj

are weak equivalences in A for all i, j ≥ 0.

A first step in this direction is the definition of a Reedy model structure on S⊗A as
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follows. It is shown in [19] that there is an adjunction with fully faithful left adjoint

S⊗A Fun(N ecop,A)-Cat
(−)nec

(−)temp

⊣

In future work, we will show that under suitable yet moderate conditions, the monoidal
model structure Fun (N ecop,A)Reedy induces a model structure on Fun (N ecop,A)-CatS,
the category of necklicial categories with fixed object set S. In case A is cartesian or A =
Ch(k), the former can be further transferred to S⊗AS. Moreover, in case A is cartesian,
we recover the classical Reedy structure under the equivalence S⊗AS

∼= Fun (∆op
S /S,A)

[29, Proposition III.12.3.1].

2. Reedy monoidal categories

We start this section by recalling some concepts of the theory of Reedy categories following
[4, §3]. While loc. cit. introduces these concepts with a model category theoretical
approach, we opt to adopt the equivalent combinatorial characterizations as our primary
definitions. For a treatment of the model category theory aspects, we defer to the latter
part of this section.

In §2.1, we show that any morphism of Reedy categories that restricts to a discrete
fibration between direct subcategories, is a right fibration (Proposition 2.10). As a con-
sequence, the monoidal product of any direct divisible Reedy category in the sense of [3]
is a right fibration. We conclude in §2.2 by introducing Reedy monoidal categories (Defi-
nition 2.22), along with sufficient conditions for checking this property (Theorem 2.23).

2.1. Reedy categories and right fibrations. For standard treatments of the the-
ory of Reedy categories, we refer to [17] [16]. Let us fix a small category R.

2.2. Definition. [17, Definition 5.2.1] A Reedy structure on R is a pair of wide inverse
and direct subcategories (R←,R→) and a degree function deg : Ob(R) → λ with λ an
ordinal, such that the following conditions are satisfied:

1. Every morphism f in R factors uniquely as f = f→ ◦ f← with f→ ∈ R→ and
f← ∈ R←.

2. Every non-identity morphism in R← lowers the degree and every non-identity mor-
phism in R→ raises the degree.

2.3. Examples.

1. The terminal category {∗} has a trivial Reedy structure.

2. The simplex category ∆ is Reedy with the degree function d : Ob(∆) → N :
[n] 7→ n, and ∆← and ∆→ containing the surjective and injective order morphisms
respectively.
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3. Suppose that (R,R←,R→) and (S,S←,S→) are Reedy categories, then so are
(Rop, (R→)op, (R←)op) and (R× S,R← × S←,R→ × S→).

2.4. Definition. [17, Def 5.1.2] Let R be a Reedy category and α ∈ R. The latching
category at α is

∂ (R→/α) = {f ∈ R→/α | f ̸= id}

and the matching category at α is

∂ (α/R←) = {f ∈ α/R← | f ̸= id}.

2.5. Remark. Note that there is a canonical isomorphism between the latching (resp.
matching) category of R at α and the matching (resp. latching) category of Rop at α.

Now let us turn to functors between Reedy categories.

2.6. Definition. [4, Definition 3.16.1] Let R and S be two Reedy categories. A functor

R F−→ S is a morphism of Reedy categories if F (R→) ⊆ S→ and F (R←) ⊆ S←.

2.7. Definition. [4, Theorem 3.22] A morphism of Reedy categories R F−→ S is called

• a right fibration if for every α ∈ R and every β
f−→ F (α) ∈ β/F the category

∂ ((β/F )→ /f) is empty or connected. The category R is right fibrant if the functor
R → {∗} is a right fibration.

• a left fibration if for every α ∈ R and every F (α)
f−→ β ∈ F/β the category

∂ (f/ (F/β)←) is empty or connected. The category R is left fibrant if the func-
tor R → {∗} is a left fibration.

2.8. Remark. In the previous definition we make implicit use of the Reedy structure on
β/F and F/β given in [4, Lemma 3.10].

2.9. Remark. Observe that R is left fibrant if and only if for any α ∈ R, the matching
categories ∂ (α/R←) are empty and connected. Note that if R has a terminal object ⋆
such that for all α ∈ R, the unique map α → ⋆ belongs to R←, then R is left fibrant.

The conditions of the above definition are purely combinatorial and very tractable.
As we are going to make use of it later, let us make the latching category involved in the
definition of right fibration more explicit. For fixed α ∈ R and f : β → F (α), its objects
are triples (α′ ∈ R, f ′ : β → F (α′), g : α′ ↪→ α) with g ̸= id in R→ such that f = F (g)◦ f ′
which we represent by the diagram

F (α′)

β F (α)

F (g)
f ′

f
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and the morphisms (α′, f ′, g′) → (α′′, f ′′, g′′) are morphisms h : α′ → α′′ in R→ such that
F (h) ◦ f ′ = f ′′ and g′′ ◦ h = g′.

Recall that a functor F : C → D between categories is called a discrete fibration if
for all C ∈ C and all f : D → F (C) in D, there is a unique g : C̄ → C in C such that
F (g) = f .

2.10. Proposition. Let F : R → S be a morphisms of Reedy categories. If the restric-
tion F→ : R→ → S→ is a discrete fibration of categories, then F : R → S is a right
fibration of Reedy categories.

Proof. Let us fix α ∈ R and f : β → F (α) in S. Since F→ is a discrete fibration and S
is a Reedy category, we have a unique factorization of f :

F (ᾱ)

β F (α)

F (g→)
f←

f

(1)

with f← in S← and g→ : ᾱ → α in R→. We show that this is the initial object of
the undercategory ((β/F )→/f). Consider an arbitrary object (represented in a slightly
different manner):

β F (α)

F (α′)

f

f ′
F (g′)

(2)

We take the (S←,S→)-factorization of f ′:

ᾱ′

β F (α)

F (α)

f ′←

f

f ′
F (g′)

f ′→

but now by uniqueness of factorization we know f ′← = f←, ᾱ′ = F (ᾱ) and F (g′) ◦
f ′→ = F (g→). Again since F→ is a discrete fibration, we can write f ′→ = g′→ for some
g→ : ᾱ → α′ in R→ with g′ ◦ g′→ = f→. Thus we obtain the uniquely defined map

F (ᾱ)

β F (α)

F (α′)

F (f→)f ′←

f

f ′
F (g)

F (f ′→)

Finally, if f→ ̸= id, the initial object (1) lies in the latching category ∂ ((β/F )→/f),
whereby it is connected. If f→ = id, then it follows for an arbitrary object (2) that
F (g) = id as well. Again since F is a discrete fibration, this implies that g = id. Thus (2)
does not belong to ∂ ((β/F )→/f), whereby it is empty.
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Let us end this subsection by establishing some terminology on how monoidal and
Reedy structures interact, inspired by [3].

2.11. Definition. Let R be a Reedy category with a monoidal structure (∨, I).

1. The monoidal structure (∨, I) is compatible if the functor ∨ is a morphism of Reedy
categories R×R → R.

2. The category R is direct divisible with respect to ∨ if ∨→ is a discrete fibration, i.e.,
for any map f : X → Y1 ∨ Y2 ∈ R→, there exist a unique pair of maps in R→
f1 : X1 → Y1 and f2 : X2 → Y2 such that f = f1 ∨ f2.

3. (R,∨, I) is simple if for any α, β ∈ R, deg (α ∨ β) = degα + deg β.

2.12. Example. Consider the subcategory ∆f ⊆ ∆ containing all morphisms f : [m] →
[n] such that f(0) = 0 and f(m) = n. It is monoidal with [n] + [m] = [n+m] and Reedy
with the restriction of the Reedy structure of ∆. The monoidal structure is compatible,
making (∆f ,+, [0]) is simple. However, ∆f is not direct divisible with respect to +.

2.13. Remark. What we call a Reedy category with compatible monoidal structure is
exactly a one-object locally Reedy 2-category from [2], and similarly for a simple Reedy
category. Bacard defines direct divisibility only for simple Reedy categories, by requiring
∨→ to be a Grothendieck fibration. However in the simple case, this is equivalent to ∨→
being a discrete fibration.

2.14. Reedy monoidal model structures. In this subsection we highlight the use-
fulness and inspiration of the definitions of the previous subsection in the theory of model
categories. Standard references for model category theory are [17] and [16].

2.15. Definition. [17, Def 5.2.2] Let R be a Reedy category, A a bicomplete category,
α ∈ R and X ∈ Fun (R,A). The latching object of X at α is

LαX = colim
β→α∈∂(R→/α)

X(β)

and the matching object of X at α is

MαX = lim
α→β∈∂(α/R←)

X(β)

Firstly we present the very well known fact that for any model category A, the functor
category Fun (Rop,A) can be endowed with a model structure. Note that the latching
and matching objects and categories are now referring to Rop (see Example 2.3.3).
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2.16. Theorem. [17, Theorem 5.2.5] Let R be a Reedy category and A a model category.
Then there exists a model structure on Fun (Rop,A), denoted Fun (Rop,A)Reedy, such that

1. a map X
f−→ Y is a weak equivalence if and only if Xα

fα−→ Yα is a weak equivalence
for all α ∈ R.

2. a map X
f−→ Y is a (trivial) cofibration if and only if Xα

∐
LαX

LαY → Yα is a
(trivial) cofibration for all α ∈ R.

3. a map X
f−→ Y is a (trivial) fibration if and only if Xα → MαX×MαY Yα is a (trivial)

fibration for all α ∈ R.

2.17. Proposition. [4, Definition 3.16.3] A morphism of Reedy categories R F−→ S is a
right fibration if and only if for any model category A the adjunction

Fun (Sop,A)Reedy Fun (Rop,A)Reedy
F ∗

F!

is a Quillen adjunction. It is a left fibration if and only if for any model category A the
adjunction

Fun (Rop,A)Reedy Fun (Sop,A)Reedy
F∗

F ∗

is a Quillen adjunction.

2.18. Corollary. A Reedy category R is left fibrant if and only if Rop has cofibrant
constants, that is for any cofibrant X ∈ A, the constant functor ∆X is cofibrant in
Fun (Rop,A)Reedy.

Proof. Immediate from Proposition 2.17.

Our particular interest in right fibrations comes from the following theorem.

2.19. Theorem. [4, Corollary 3.50] Suppose A is a symmetric monoidal model category
and R is a Reedy category equipped with a monoidal product

∨ : R×R → R

that is a right fibration of Reedy categories. Then the Day convolution product ⊗Day is a
Quillen bifunctor with respect to the Reedy model structure.

Note that this theorem only concerns the monoidal product. However, in a monoidal
model category also the monoidal unit is required to be homotopically well-behaved.

2.20. Definition. [17, Definition 4.2.6] A monoidal model category is a monoidal closed
category (A,⊗, I) with a model structure on A, such that the following conditions hold.

1. The monoidal product ⊗ : A×A → A is a Quillen bifunctor.

2. Let q : QI ∼−→ ↠I be the cofibrant replacement of the unit I. Then the natural maps
q ⊗X : QI ⊗X → I ⊗X and X ⊗ q : X ⊗ QI → X ⊗ I are weak equivalences for
all cofibrant X.
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2.21. Remark. Observe that by standard model category theoretical arguments, condi-
tion (b) is equivalent to the statement: for any cofibrant replacement q̄ : Ī ∼−→ I of the
monoidal unit I and any cofibrant object X, X ⊗ q and q ⊗X are weak equivalences.

In the spirit of Proposition 2.17 and [16, Definition 15.10.1], we establish the following
definition.

2.22. Definition. Let R be a Reedy category with a compatible monoidal structure
(∨, I). The category R is Reedy monoidal if for any symmetric monoidal model category
A, Fun (Rop,A)Reedy is a monoidal model category when equipped with Day convolution.

2.23. Theorem. Let R be a left fibrant Reedy category with a compatible monoidal struc-
ture (∨, I). If I is a terminal object and R is direct divisible with respect to ∨, then R is
Reedy monoidal.

Proof. By Proposition 2.10 and Theorem 2.19 we obtain condition (a) of Definition 2.20.
Let (A,⊗, I) be a symmetric monoidal model category. Since I is terminal, the Day
convolution unit of Fun (Rop,A) is the constant diagram ∆I. Let q : QI → I be
the cofibrant replacement of I in A. Then by Corollary 2.18, ∆ (QI) is cofibrant and
moreover ∆ (QI) → ∆I is a levelwise weak equivalence, and thus a weak equivalence in
Fun (Rop,A)Reedy. Finally, observe that (X ⊗Day ∆q)α

∼= Xα⊗q for all α ∈ R and X ∈ A
and thus the final result follows by the assumption that A is monoidal model and by [17,
Remark 5.1.7].

3. The category of necklaces

Let us now turn our attention to the category N ec of necklaces, as considered in [5][12].
In §3.1, we give a self-contained account of a number of relevant factorization classes of
morphisms, making use of a combinatorial description of necklaces put forth in [15][19].
In §3.2, we go on to show that the (epi,mono)-factorization can be made into a Reedy
monoidal structure (see Definition 2.22) with an appropriate degree function (Theo-
rem 3.25). This makes use of the notion of dimension of a necklace, which plays a funda-
mental role in [28]. The interaction between the classes of epimorphisms and monomor-
phisms and the dimension, which constitutes an important part of our proof, is implicit
in loc. cit as we explain in Remarks 3.14 and 3.21, and a decomposition of N ec by degree
is used in [27].

3.1. A combinatorial description of necklaces. Let us denote by SSet⋆,⋆ the
category of bipointed simplicial sets, i.e. the under category ∂∆1/SSet. This is a monoidal
category when equipped with the wedge product

(X, x0, x1) ∨ (Y, y0, y1) =

(
X
∐

x1=y0

Y, x0, y1

)
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and with the 0-simplex (∆0, 0, 0) as monoidal unit . We consider the standard n-simplices
∆n as bipointed at 0 and n. To simplify notation, and as it will not bring about any
confusion, we will simply denote (∆n, 0, n) by ∆n.

3.2. Definition.The category of necklaces N ec is the full subcategory of SSet⋆,⋆ spanned
by objects X of shape

X = ∆n1 ∨ · · · ∨∆nk

with k ≥ 0 and ni > 0, called necklaces. The simplices ∆ni are the beads of the necklace
X. If k = 0, the corresponding necklace is denoted ∆0. We call the number of beads k
the bead length of X, denoted ℓ(X); and the sum n1 + · · · + nk the spine length of X,
denoted ∥X∥.

Independently in [15, Proposition 3.4.2] and [19, Proposition 3.4], the following al-
ternative combinatorial description of necklaces was given. Recall the category ∆f from
Example 2.12.

3.3. Proposition. The category of necklaces N ec is equivalent to the category defined
as follows:

• the objects are pairs (T, p) with p ≥ 0 and {0, p} ⊆ T ⊆ [p];

• the morphisms (T, p) → (S, q) are morphisms f : [p] → [q] ∈ ∆f such that S ⊆
f(T );

• composition and identities are given as in ∆f .

Moreover, under this equivalence, the wedge ∨ corresponds to

(T, p) ∨ (S, q) = (T ∪ (p+ S), p+ q)

where p+ S = {p+ s |s ∈ S}.

Under this equivalence of categories, we can identify a “combinatorial” necklace ({0 =
t0 < t1 < · · · < tk = p}, p) with the “geometric” necklace ∆t1−t0∨· · ·∨∆tk−tk−1 . Note that
in particular, ({0 < n}, n) corresponds to the n-simplex ∆n, while ([p], p) corresponds
to a sequence of edges, that we call spines. In the rest of this section we establish a
correspondence between the combinatorial and geometric descriptions of several natural
concepts.

3.4. Definition. [19, Def. 3.5] Let f : (T, p) → (S, q) be a map of necklaces. The map
f is inert if p = q and f = id[p]. It is active if f(T ) = S.

Consider an arbitrary necklace map f : (T, p) → (S, q). Then it factors uniquely as
an active map followed by an inert map:

(T, p)
fac

−−→ (f(T ), q)
f in

−→ (S, q) (3)
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3.5. Lemma. A map of necklaces X = (T, p)
f−→ Y = (S, q) is inert if and only if it is the

wedge ι1 ∨ · · · ∨ ιk of the inclusions

ιi : ∆
n1
i ∨ · · · ∨∆n

li
i ↪→ ∆n1

i+···+n
li
i

Proof. By hypothesis p = q so we are mainly concerned with the inclusion S ⊆ T .
Denote S = {0 = s0 < s1 < · · · < sk = q} and write

T = {0 < · · · < si = t0i < t1i < · · · < tlii = si+1 < · · · < p}

Then we can set nj
i = tji − tj−1i and thus n1

i + · · ·+ nli
i = si − si−1.

3.6. Lemma. A map of necklaces X = (T, p)
f−→ Y = (S, q) is active if and only if it is

the wedge f1∨· · ·∨fk of necklace maps fi : ∆
ni → ∆mi induced by morphisms [ni] → [mi]

in ∆f .

Proof. Simply write ni = ti − ti−1 and fi = f |{ti−1<···<ti}.

Again consider an arbitrary necklace map f : (T, p) → (S, q). We can factor [p] → [q]

as a surjective map followed by an injective map, [p]
f1−→ [r]

f2−→ [q]. We thus get a new
way of uniquely factoring necklace maps

(T, p)
f1−→ (f1(T ), r)

f2−→ (S, q) (4)

as f1(T ) ⊆ f1(T ) and S ⊆ f(T ) = f2(f1(T )). We note that the first map is active and
surjective on vertices and the second is injective on vertices.

3.7. Lemma. A map of necklaces X = (T, p)
f−→ Y = (S, q) is a monomorphism if and

only if [p] → [q] is injective.

Proof. Under the identification provided by Proposition 3.3, [p] and [q] are the sets of
vertices of X and Y respectively, and so the necessity is immediate.

We now show the sufficiency. Factor f = f in ◦ f ac. Notice that an inert map is the
wedge of inclusions, and thus a monomorphism. Now f ac is the wedge of simplicial maps,
which are completely determined by the values at their vertices. If [p] → [q] is injective,
so will the restriction to the beads be. Thus f ac is a wedge of monomorphisms and thus
a monomorphism. This shows f is a monomorphism as desired.

3.8. Lemma. A map of necklaces X = (T, p)
f−→ Y = (S, q) is an epimorphism if and

only if it is active and [p] → [q] is surjective.

Proof. Again factor f as f = f in ◦ f ac with f ac active and f in inert. As f is an
epimorphism, so is f in, but as inert maps are injective, f in = id and thus f is active.
Again, as [p] → [q] is the map on vertices, it will necessarily be surjective.

Assume now that f is active and that [p] → [q] is surjective. We can write f as a
wedge of epimorphisms between beads, and those are epimorphic.
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Recall that as SSet⋆,⋆ is a topos, the (epi,mono) orthogonal factorization system
through the image exists. Via the two lemmas above we deduce the following propo-
sition.

3.9. Proposition. The factorization given in (4) is the restriction of the (epi,mono)-
factorization of SSet⋆,⋆ to N ec.

As a corollary, we obtain a different proof the following result from [12].

3.10. Corollary. [12, Lemma 3.5(7)] Let X
f−→ Y be a map of necklaces. Then the

image of f is a necklace.

Combinatorial Geometric

f : X → Y f : (T, p) → (S, q) f : ∆n1 ∨ · · · ∨∆nk → ∆m1 ∨ · · · ∨∆ml

f is active S = f(T ) k = l, f = f1 ∨ · · · ∨ fk, fi : ∆
ni → ∆mi

f is inert p = q, [p]
id−→ [q] f = ι1 ∨ · · · ∨ ιl, mi = nji−1+1 + · · ·+ nji

ιi : ∆
nji+1 ∨ · · · ∨∆nji+1 ↪→ ∆mi

f is epi [p] → [q] surjective, S = f(T ) fn is surjective, ∀n ≥ 0
f is mono [p] → [q] injective fn is injective, ∀n ≥ 0

Table 1: Combinatorial and geometric characterizations of the four factorization classes.

We now introduce a further decomposition of the epimorphisms, that will come in
handy in the next section.

3.11. Definition. Let f = f1 ∨ · · · ∨ fk be an active surjective necklace map with
fi : ∆ni → ∆mi . The map f is bead reducing if mi ≥ 1 for all 1 ≤ i ≤ k and spine
collapsing if for all 1 ≤ i ≤ k, fi = id∆ni or fi : ∆

1 → ∆0.

Observe that if (T, p)
f−→ (f(T ), q) is an active surjective map with T = {0 = t0 <

· · · < tk = p}, then we have for all 0 < i ≤ k

0 ≤ f(ti)− f(ti−1) ≤ ti − ti−1

3.12. Lemma. A map of necklaces X = (T, p)
f−→ (f(T ), q) is bead reducing if for all

0 < i ≤ k, 0 < f(ti)− f(ti−1).

Proof. Follows immediately as mi = f(ti)− f(ti−1).

3.13. Lemma. A map of necklaces X = (T, p)
f−→ (f(T ), q) is spine collapsing if and only

if for all 0 < i ≤ k, f(ti)− f(ti−1) = ti − ti−1 or ti − ti−1 = 1 and f(ti)− f(ti−1) = 0.

Proof. The first possibility corresponds to fi = id and the second to fi : ∆
1 → ∆0.
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It clearly follows from the previous lemmas that any active surjective necklace map
(T, p) → (f(T ), q) can be factored as a bead reducing map followed by a spine collapsing
map. We thus obtain a factorization1 of any necklace map as follows

• bead reducing−−−−−−−−→ • spine collapsing−−−−−−−−→ • monomorphism−−−−−−−−→ • (5)

3.14. Remark. In [28, Proposition 3.1], a finer factorization of necklace maps is de-
scribed, in terms of maps of types (i), (ii) and (iii). It is readily seen that a map is
a monomorphism (resp. bead reducing, resp. spine collapsing) precisely when it is a
compositions of maps of type (i) (resp. (ii), resp. (iii)).

3.15. The Reedy monoidal structure on necklaces. In this section, in order to
show that the (epi,mono)-factorization extends to a Reedy monoidal structure on N ec,
we make use of the following fundamental notion.

3.16. Definition. [27, §2], [28, §4] Let X ∈ N ec. Its dimension is

dim (X) = ∥X∥ − ℓ(X)

Combinatorial Geometric

X (T, p) ∆n1 ∨ · · · ∨∆nk

l(X) |T | − 1 k
∥X∥ p n1 + · · ·+ nk

dimX p− |T |+ 1 n1 + · · ·+ nk − k

Table 2: Combinatorial and geometric characterizations of numerical invariants of neck-
laces.

3.17. Remark. It is readily seen that for anyX, Y ∈ N ec, we have ∥X∨Y ∥ = ∥X∥+∥Y ∥
and ℓ(X ∨ Y ) = ℓ(X) + ℓ(Y ) and consequently dim (X ∨ Y ) = dimX + dimY .

3.18. Lemma. Let f : X → Y be a non-identity monomorphism. Then dimX < dimY .

Proof. Factor f as f = f in ◦ f ac. As f ̸= id then either f ac ̸= id or f in ̸= id. In the first
case, [p] → [q] is a strict injection, thus q > p, and |T | = |f(T )|, so dimX < dimZ. In
the second case, we know that S ⊊ f(T ) so |f(T )| > |S| and finally dimZ < dimY .

3.19. Lemma. Let f : X → Y be a non-identity bead reducing map. Then dimX <
dimY .

Proof. Write f : X = (T, p) → Y = (f(T ), q). We begin by noting that as 0 <
f(ti)− f(ti−1) for all i, then |T | = |f(T )|. As f ̸= id, then p > q and the result follows.

1Note: the original version of this paper claimed this factorization was unique, but it is not.
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3.20. Lemma. Let f : X → Y be a non-identity spine collapsing necklace map. Then
dimX = dimY and ℓ(X) > ℓ(Y ).

Proof. The equality follows from the additivity of dimension and the fact that dim∆1 =
0. As for the length, writing f = f 1 ∨ · · · ∨ fk, and as f ̸= id, there exists at least one
1 ≤ i ≤ k such that f i : [1] → [0] and thus ℓ(X) > ℓ(Y ).

3.21. Remark. In the light of Remark 3.14, Lemmas 3.18, 3.19 and 3.20 can also be
deduced from the proof of [28, Prop.4.2].

f : X
̸=−→ Y spine length bead length dimension

bead reducing ∥X∥ > ∥Y ∥ ℓ(X) = ℓ(Y ) dim(X) > dim(Y )
spine collapsing ∥X∥ > ∥Y ∥ ℓ(X) > ℓ(Y ) dim(X) = dim(Y )
active injective ∥X∥ < ∥Y ∥ ℓ(X) = ℓ(Y ) dim(X) < dim(Y )

inert ∥X∥ = ∥Y ∥ ℓ(X) > ℓ(Y ) dim(X) < dim(Y )

Table 3: Interaction of spine length, bead length and dimension with respect to several
classes of necklace maps.

3.22. Definition. The degree function is deg : Ob(N ec) → N × N given by degX =
(dimX, ℓ(X))

3.23. Theorem. The category N ec equipped with N ec← = {epimorphisms}, N ec→ =
{monomorphisms} and deg is a Reedy category.

Proof. We already showed that (N ec←,N ec→) provides unique factorizations. Equip
N × N with the lexicographical order, so that it may be identified with the ordinal ω2.
Lemmas 3.19 and 3.20 show that every non-identity morphism in N ec← lowers degree
and Lemma 3.18 shows that every non-identity morphism in N ec→ raises degree.

3.24. Remark. A decomposition of N ec by degree is present in [27, §2]. By inspection
of Table 3, one observes that other possible degree functions define Reedy structures with
the (epi,mono)-factorization system (e.g. degX = (∥X∥, dimX)). Note that any choice
of degree function compatible with the factorization will give rise to an isomorphic Reedy
structure.

3.25. Theorem. The category N ec is simple Reedy monoidal.

Proof.We make use of Theorem 2.23. Using Remark 2.9 and noting that any map X →
∆0 is an epimorphism, we conclude that N ec is left fibrant. Consider a monomorphism
f : X ↪→ Y1 ∨ Y2 that we write in combinatorial fashion

(T, p)
f
↪−→ (S1, q1) ∨ (S2, q2) = (S1 ∪ (q1 + S2) , q1 + q2) (6)

We know that q1 ∈ S1 ∪ (S2 + q1) ⊆ f(T ) and as f : [p] → [q1 + q2] is injective, there
is a unique r ∈ T such that f(r) = q1. We can thus write T1 = (T ∩ [r], r), T2 =
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((T ∪ {r, . . . , p}) − r, p − r) and fi = f |Xi
. We have then unique f1 and f2 such that

f = f1 ∨ f2. We conclude that N ec is direct divisible with respect to ∨. Finally, to show
N ec is simple we observe that pointwise sum in N× N corresponds to ordinal sum in ω2

and that both dimension and bead length are additive with respect to ∨.

3.26. Corollary. Let (A,⊗, I) be a symmetric monoidal model category. Then(
Fun (N ecop,A)Reedy ,⊗Day,∆I

)
is a monoidal model category.
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